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We propose a CMOS device that is analogous to the reaction–diffusion system, a chemical
complex system that produces various dynamic phenomena in the natural world. This electrical
reaction–diffusion device consists of an array of pn junctions that are operated by CMOS reaction
circuits and interact with each other through minority-carrier diffusion. Computer simulations
reveal that the device can produce animated spatiotemporal carrier concentration patterns,
e.g. expanding circular patterns and rotating spiral patterns that correspond to the dissipative
structures produced by chemical reaction–diffusion systems.
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1. Introduction

A promising area of research in microelectron-
ics is the development of electrical devices that
imitate the behavior of reaction–diffusion systems
(RD systems), which are chemical complex systems
that produce dynamic, self-organizing natural phe-
nomena. In this paper we propose a silicon RD
device that consists of CMOS circuits combined
with minority-carrier diffusion. Creating an elec-
trical analog of RD systems would enables us to
imitate some of natural phenomena on silicon LSI
chips to develop nature-based information process-
ing systems.

Semiconductor RD computing LSIs (chips)
implementing RD dynamics have been proposed in
the literature [Adamatzky et al., 2005]. These chips
were mostly designed by digital, analog, or mixed-
signal complementally-metal-oxide-semiconductor
(CMOS) circuits of cellular neural networks (CNNs)
or cellular automata (CA). Electrical cell circuits

were designed to implement several CA and CNN
models of RD systems [Adamatzky et al., 2004;
Asai et al., 2002; Matsubara et al., 2004; Rekeczky
et al., 2003; Shi & Luo, 2004], as well as fundamen-
tal reaction–diffusion equations [Asai et al., 2005;
Daikoku et al., 2002; Karahaliloglu & Balkir, 2005;
Serrano & Linares, 2003]. Each cell is arranged on
a 2D square or hexagonal grid and is connected
with adjacent cells through coupling devices that
transmit a cell’s state to its neighboring cells, as in
conventional CAs. For instance, an analog-digital
hybrid RD chip [Asai et al., 2002] was designed for
emulating a conventional CA model for Belousov–
Zhabotinsky (BZ) reactions [Gerhardt et al., 1990].
A full-digital RD processor [Matsubara et al., 2004]
was also designed on the basis of a multiple-valued
CA model, called excitable lattices [Adamatzky,
2001]. An analog cell circuit was also designed to
be equivalent to spatial-discrete Turing RD systems
[Daikoku et al., 2002]. A full-analog RD chip that
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emulates BZ reactions has also been designed and
fabricated [Asai et al., 2005].

Blueprints of non-CMOS RD chips have been
designed; i.e. a single-electron RD device [Oya et al.,
2005]. The authors previously proposed a RD device
based on minority-carrier transport in semiconduc-
tor devices [Asai et al., 2004]. The point of our idea
was to simulate chemical diffusion with minority-
carrier diffusion in semiconductors and autocata-
lystic chemical reactions with carrier multiplication
in pnpn negative resistance diodes. In this paper, we
propose an improved device that uses CMOS feed-
back circuits instead of pnpn diodes. Using CMOS
circuits enables us to simulate a variety of autocat-
alystic reactions and opens up a variety of applica-
tion fields for RD devices.

2. Electrical RD Device Consisting
of a p-Cell Array on an n-Type
Substrate

A reaction–diffusion system can be considered an
aggregate of chemical-reaction cells, each of which
represents a local chemical reaction. Each cell inter-
acts with its neighbors through a nonlocal chemi-
cal diffusion. To imitate such systems, we propose
a cell array device, or a two-dimensional electrical
RD device, as shown in Fig. 1. It consists of p-type
islands, or p cells, in a regular arrangement on an n-
type substrate, with each cell connected to a CMOS
feedback circuit that simulates autocatalystic reac-
tions. This CMOS circuit is called a reaction circuit.

p
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minority carriers (holes)

p pp
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CMOS reaction circuit (see Fig. 2)

Fig. 1. RD device consisting of p-cell array on n substrate,
with each cell connected to CMOS reaction circuit.

In operation, the n substrate is grounded. If
a p cell has a positive, it injects minority carriers
(holes) into the substrate. The injected holes spread
and travel by diffusion through the substrate until
they reach the neighboring p cells and raise the cell.
Through this diffusion of minority carriers, the p
cells interact and correlate with one another.

To implement RD dynamics such as spatiotem-
poral pattern formation, the p cell has to exhibit
excitatory behavior as follows:

(1) The cell is static in its normal (stationary) state
and does not inject any minority carriers into
the substrate;

(2) Once the cell receives a few minority carriers
from the neighboring cells, it becomes excited
and injects many minority carriers into the sub-
strate (excited state);

(3) The excited cell cools down quickly and gradu-
ally returns to a stationary state. It cannot be
excited again during this refractory state.

To obtain this excitatory behavior, we drive the p
cells with CMOS reaction circuits, as shown in the
next section.

3. Driving p Cells with CMOS
Reaction Circuits

The CMOS reaction circuits that activate the p cells
are illustrated in Fig. 2. They consist of four M1–M4
transistors and a capacitor C, biased with a positive
voltage Vdd. The M1 gate, or node 1, is connected to
the p cell in the cell array. Transistors M3 and M4
are biased by a current source I0 and transistor M5.
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Fig. 2. CMOS reaction circuit together with p-cell array to
operate a p cell.
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They supply a current to nodes 2 and 3. Transis-
tors M1 and M2 and capacitor C form a monostable
feedback loop. The point in constructing this reac-
tion circuit is to set the M1 threshold voltage lower
than the forward voltage drop of the cell-substrate
pn junction. The circuits with the p cell array can
be made on a chip by means of SOI (silicon-on-
insulator) process technology. The circuit operation
is as follows:

• Stationary state
Without minority carriers around the p cell, the
voltage of node 1 is zero. So M1 is in the off posi-
tion. Therefore, the voltages of nodes 2 and 3 are
Vdd, and M2 is off. No minority carrier is injected
from the cell into the substrate.

• Excited state
Suppose minority carriers (holes) flow into the
cell from neighboring cells. Then the voltage of
the cell (node 1) rises and exceeds the threshold
voltage of M1. This excites the circuit as follows:
M1 is turned on, → the voltage of node 2 falls
to about 0, → the voltage of capacitively coupled
node 3 also falls to about 0, → M2 is turned on,
→ the current flows through the cell-substrate
pn junction. Consequently, the cell injects many
minority carriers into the substrate.

• Refractory state
The voltage of node 3 quickly returns to Vdd

because of the current through M3. This turns
M2 off, so the cell ceases its minority-carrier injec-
tion. Then the voltage of node 2 gradually returns
to Vdd because of the current through M4. The
circuit cannot be excited again before the volt-
age of node 2 exceeds the threshold voltage of
M2. This is so because the voltage of node 3 can-
not be sufficiently decreased to turn on M2 even
if the voltage of node 2 falls to 0. The circuit
returns to the stationary state when the voltage
of node 3 rises to Vdd. The duration of the excited
and refractory states can be controlled by adjust-
ing the currents through M3 and M4.

4. Operation of the Reaction Circuit
Combined with p Cell

Figure 3 shows the computer-simulated (SPICE)
operation of the reaction circuit. For MOS FETs
in the proposed circuit, we used a 1.5-µm CMOS
parameters provided by MOSIS (Vendor: AMIS).
To simulate the carrier transport between two cells,
we considered the cells and the substrate from a lat-
eral pnp bipolar transistor. To excite the circuit, we

applied three current pulses to the p cell adjacent
to the cell connected to the circuit (see Fig. 2). The
first two pulses were applied at short time intervals
and the third pulse after a long wait [Fig. 3(a)].
Triggered by the first pulse, the circuit excited and
lowered the voltages of node 2 and 3 [Fig. 3(b)] and
turned on M2, to pass a current through the cell-
substrate pn junction [Fig. 3(c)]. However, the cir-
cuit was not excited by the second pulse because it
was in a refractory state — i.e. it had not yet recov-
ered the voltage of node 2. After a short time, the

(a) Triggering current pulses

(b) Node voltages

(c) Cell-substrate junction current

Fig. 3. Reaction circuit operation; (a) triggering current
pulses applied to an adjacent cell (see Fig. 2), (b) voltage
waveforms on nodes 2 and 3, and (c) forward current through
the cell-substrate pn junction, simulated with a set of AMIS
1.5-µm CMOS parameters (MOSIS).
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circuit recovered the node voltage and returned to
the stationary state, before being reexcited by a
third pulse.

Excitation can be transmitted along the p cells.
This is illustrated in Fig. 4 with simulated results
for a one-dimensional array of 100 cells connected to
reaction circuits. Minority carriers were injected at
the leftmost cell with a triggering pulse [Fig. 4(a)].
Excitation started at the adjacent cell and traveled
to the right along the cell array. In other words,
the minority-carrier wave traveled rightward in the
substrate. This is shown in Fig. 4(b); the concen-
tration of minority carriers beneath each cell was
calculated from the cell voltage.

Figure 5 shows a collision between two
minority-carrier waves. In this example, a 100-cell
array was excited at both ends at t = 1 µs, and two
waves were generated to run toward each other. In
the middle of the cell array, the waves collided head-
on with each other in the middle of the cell array
and then vanished without leaving a trace.

In our proposed RD device, the minority-carrier
concentration in the substrate surrounding each cell

Fig. 4. Transmission of an excited minority-carrier wave
along a 100-cell array; (a) one-dimensional p-cell array, and
(b) minority-carrier concentration beneath each cell. The
number for each waveform indicates the number of the cor-
responding cell: the leftmost cell is No. 1 and the rightmost
is No. 100. The minority-carrier concentration is normalized
with respect to 1011 × p0, where p0 is the equilibrium hole
concentration in the n substrate.
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Fig. 5. Collision between two minority-carrier waves on a
one-dimensional p-cell array. Two waves started from both
ends of the array and collided in the middle. The minority-
carrier concentration is normalized with respect to 1011 ×p0,
where p0 is the equilibrium hole concentration in the n
substrate.

changes temporally as the cells interact with each
other. Consequently, a two-dimensional spatiotem-
poral pattern of carrier concentration is produced
in the RD device. Since this carrier-concentration
pattern corresponds to the dissipative structure in
chemical RD systems, it can be called an electrical
dissipative structure. A variety of spatiotemporal
patterns are produced from different set of system
parameters. Here we show three examples, simu-
lated with a sample set of parameter values. The
following figures show the results for RD devices
consisting of 21 × 21 cells with 441 reaction cir-
cuits. A gray scale represents the carrier concentra-
tion around each cell: light shading means a high
concentration, and dark shading means a low con-
centration.

• Expanding circular pattern
The RD device is in a uniform, stable state as
it stands. Once a triggering pulse is applied to
a cell in the device, the minority-carrier excita-
tion wave starts at the cell and propagates in all
directions to form an expanding circular pattern.
This is shown in Fig. 6. The front of the waves is
the region where cells are just excited and, there-
fore, where the minority-carrier concentration is
the highest, as indicated by the light shading. At
the back of the wave, the minority-carrier concen-
tration gradually decreases to its thermal equilib-
rium value, as indicated by the dark shading [see
Fig. 6(c)].
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(a) time = 0.2 µs (b) 0.5 µs (c)1µs

Fig. 6. Expanding circular pattern. Snapshots for three time steps. The center cell was excited at t = 0.

• Collision between two circular patterns
Figure 7 shows a collision between two waves. In
this example, the two diagonally opposed in the
RD device were excited at t = 0. Two minority-
carrier excitation wave started at the cells and
propagated to form expanding circular patterns
[Figs. 7(a)–7(c)]. The two circular waves collided
in the center and vanished without leaving a trace
[Figs. 7(d)–7(f)].

• Rotating spiral pattern
Figure 8 shows a rotating spiral pattern. This pat-
tern appears when an expanding circular wave is
chipped by an external disturbance, thereby caus-
ing the endpoint to appear in front of the wave.
With this endpoint acting as the center, the wave

begins to curl itself to form a rotating spiral pat-
tern. In this example, a trigger was applied to
the middle cell on the left of the RD system at
t = 0. When the excitation wave started at the
cell and expanded slightly, the lower half of the
wave was chipped by resetting the cell voltage 0
[Figs. 8(a)–8(c)]. After that, the RD device was
left to operate freely, and a rotating spiral pat-
tern by carrier concentration was automatically
generated as can be seen in Figs. 8(d)–8(f).

These results indicate the expected opera-
tions of the RD device. The next challenge is to
develop RD devices with a more microscopic process
because a large number of reaction cells must be

(a) time = 1 µs (b) 1.5 µs (c) 2µs

(d) 2.5 µs (e) 3 µs (f) 3.5 µs

Fig. 7. Collision between two circular waves. Snapshots for six time steps. Two minority-carrier waves started at diagonal
corners, expanded to form circular patterns, and collided with each other in the center.
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(a) time = 0.5 µs (b) 1.5 µs (c) 2.5 µs

(d) 3.5 µs (e) 4.5 µs (f) 5.5 µs

Fig. 8. Rotating spiral pattern. Snapshots for six time steps. A circular wave started in the middle on the left edge. It was
chipped by resetting (a)–(c) and transformed into a spreading spiral pattern (d)–(f).

implemented on a chip to observe complex (BZ-like)
patterns. Furthermore, at this stage, each reaction
cell should have optical sensors for parallel inputs.
In fact, the optical input of data-information was
already used at the beginning of RD research [Kuh-
nert et al., 1989]. This was proven to be particu-
larly important in experiments on image processing
in BZ-medium-based computing devices.

5. Summary

Silicon devices that imitate the autocatalytic and
dissipative phenomena of reaction–diffusion (RD)
systems were introduced. This novel silicon device
imitates auto-catalytic and dissipative phenomena
of the chemical RD systems, however comparing to
real chemical medium the semi-conductor analog of
RD computers, functions much faster. We studied
operational characteristics of the RD silicon devices
and demonstrate feasibility of the approach on sev-
eral computational tasks. Our results indicate that
the proposed RD device will be a useful tool for
developing novel hardware architectures based on
RD principles of information processing.
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