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Abstract
We propose a possible circuit structure consisting of single-
electron circuits that performs edge extraction and enhance-
ment in projected images. Electrical circuits that are designed
by mimicking computational structures in living organisms—
neuromorphicLSI circuits, would provide an insight in de-
veloping even more efficient processors. In this work, based
on a well studied model for edge detection in the vertebrate
retina, we propose a single-electron circuit performing the
same function, and demonstrate its operation with a one- and
a two-dimensional array circuit.

1. Introduction
In the past decades, miniaturization of transistors has been

the basic method to realize more efficient information pro-
cessors. However, due to scaling limitations facing fur-
ther miniaturization, several novel approaches to achieve en-
hanced processor performances are being considered as al-
ternatives. These include novel architectural approaches, for
instance, information processors based on how living organ-
isms carry out information processing—neuromorphicengi-
neering [1]. Neuromorphic circuit architectures would pro-
vide a breakthrough to creating highly parallel, real-time in-
formation processors. So far, a number of neuromorphic LSIs
suitable for implementation only with CMOS mediums have
been proposed.

In this paper, based on a well studied model for edge de-
tection in the vertebrate retina ([2] - [4]), we propose a possi-
ble architecture for an image processor consisting of single-
electron devices. Edge detection is a primary function in early
stage visual processing carried out in the vertebrate retina.
The proposed structure carries out edge detection in projected
images.

We start by giving details on the retinal model for edge de-
tection, then illustrate how to realise constitutive elements in
the model. We then show the circuit configuration of a unit
pixel. We finally demonstrate the performance of the pro-
posed processor through Monte-Carlo based computer simu-
lations.

2. Model
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Figure 1: Cross section of the vertebrate retina, showing neurons involved
in edge detection; (a) Model: P—Photoreceptors, H—Horizontal cells, B—
Bipolar cells. (b) Intensity profile of incident light (c) Potentials of P, H, and
B cells, showing response to incident light input.

The vertebrate retina consists of massively interconnected
neural cells in a hierarchical structure, where edge detection
is carried out mainly through three types of cells: (i) photore-
ceptors which transduce light inputs into electrical signals,
(ii) horizontal cells which receive inputs from the superjacent
layer of photoreceptors to produce spatially-averaged outputs
in relation to the inputs, and (iii) bipolar cells that produce the
difference in amplitudes between the outputs of photorecep-
tors and horizontal cells. The schematic model is shown in
Fig. 1(a) . In this model, we assume that illuminated (or non-
illuminated) photoreceptors produce low (or high) potentials
(Figs.1(b) and (c)-P). The outputs are spatially averaged by
horizontal cells (Fig.1(c)-H). The bipolar cells detect the po-
sition of edges in the incident images by producing the dif-
ference in amplitudes between photoreceptors and horizontal
cells. This is obtained by subtracting“H”- from their corre-
sponding“P”-values in bipolar cells. Therefore, the non-zero
outputs of bipolar cells represent positions of edges in the in-
put image (Fig.1(c)-B).

3. Circuit implementation
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Figure 2:Single electron oscillator; (a) circuit configuration (b) monostable,
or one-shot operation of positively biased (solid curve) and negatively biased
(dashed curve) oscillators.

Based on the retinal model in the preceding section, we
propose a neuromorphic architecture with single-electron os-
cillators. A single-electron oscillator ([5]) consists of a tun-
neling junctionC j connected in series to a high resistanceR
at a node (•) and biased to a voltage source (Fig.2(a)). It op-
erates as a relaxation oscillator at low temperatures at which
the Coulomb-blockade effect takes place. The oscillator is
astable if the bias voltage|Vdd| > e/(2C j) (e is the elemen-
tary charge) and monostable if|Vdd| < e/(2C j) (see [6] - [7]
for detailed explanation). In the absence of external (thermal
or trigger input) interference, the node voltage of the monos-
table oscillator takes the same value with its bias voltage, and
retains this equilibrium state. Upon application of an external
trigger signal, such as incidence of photons, the Coulomb-
blockade is broken off, and electron tunneling occurs through
the tunneling junction. The node voltage of a positively bi-
ased oscillator drops bye/C j , because of tunneling from the
ground to the node, then gradually increases to return toVdd

as junction capacitanceC j is charged through resistanceR
(Fig. 2(b)-solid curve). In a negatively biased oscillator, the
node voltage jumps bye/C j because of tunneling from the
node to the ground, and then gradually decreases to return to
−Vdd (Fig.2(b)-dashed curve). To implement photoreceptors,
horizontal cells and bipolar cells, we use monostable single-
electron oscillators as illustrated below.

3.1. Photoreceptor circuit
Photoreceptors convert light inputs into electrical signals.

To realize a photoreceptor, we use a positively biased monos-
table oscillator. As explained previously, in the absence of
external interference, the node voltage is equal to the bias
voltage. When a photon is illuminated on a stable oscilla-
tor, photo-induced tunneling effect([8] - [9]) occurs inducing
electron tunneling from the ground to the nanodot. This leads
to a change in the node voltage of the corresponding oscillator
from a high to a low value. We refer to this as a firing event.
Since light intensity corresponds to the number of photons,
high light intensity leads to a high number of tunneling and
recharging events, hence a high average firing rate. Therefore
positively biased oscillators act as a transducers, converting
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Figure 3: Configuration of the hori-
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Figure 4: Conceptual configuration
of bipolar cells.

light inputs into electrical signals.

3.2. Horizontal cell circuit
Horizontal cells receive inputs from the corresponding su-

perjacent photoreceptors to produce a spatially averaged out-
put. To realize the horizontal layer, we need to implement
unit horizontal cells and emulate the extensive gap junctions
in retinal cells. The horizontal cells are implemented with
negatively biased oscillators, while gap junctions are realized
through resisitive coupling between neighboring horizontal
cells. The construction of the horizontal cell layer is shown
in Fig. 3. The photoreceptor cells receive light inputs, induc-
ing electron tunneling from the ground to the node. This leads
to a change in node voltage from a positive to a negative value
as explained in the previous subsection. The excess charge is
transmited to the immediate underlying horizontal cell, acting
as an external trigger. At the same time, the excess positive
charge from the photoreceptor cell is also transmitted to the
other cells in the horizontal layer in such a manner that cells
nearest to the tunneling photoreceptor cell would experience
a larger decrement in node voltage than those positioned far-
ther. The larger the decrement is, the larger the probability an
electron tunneling. Hence the degree of electron tunneling in-
duction in the horizontal cell layer would be inversely propor-
tional to the distance from the tunneling photoreceptor. Thus,
the average tunneling rate would decrease with distance from
the tunneling cell. Therefore, by resistively coupling neigh-
boring cells in the horizontal layer, we could emulate spatial
averaging function of the extensive gap junctions.

3.3. Bipolar cell circuit
Bipolar cells detect the position of edges in incident im-

ages by producing the difference in amplitude between cor-
responding photoreceptor and horizontal cell signals. With
conventional CMOS circuits, this could be achieved by using
operational amplifiers or through current subtraction method.
A similar structure with single-electron devices would require
a complicated circuit configuration. Instead of using this con-
ventional approach, we employ neural excitation and shunt-
ing inhibition mechanisms to qualitatively imitate subtractive
functions in bipolar cells. This mechanism is illustrated in
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Figure 5:(a) Basic construction of the bipolar cell circuit. (b) Configuration
of a unit pixel of the edge detecting circuit consisting of ”P”, ”H”, and ”B”
circuit blocks.

Fig. 4. The photoreceptors produce excitatory signals to in-
duce firing in bipolar cells, while the horizontal cells produce
inhibitory signals to inhibit the bipolar cells from firing. The
average firing rate in the bipolar cells would correspond to the
difference between ”P” and ”H” signals.

These two mechanisms are achieved through capacitive
couplings between oscillator circuits ([10]-[12]) in the bipolar
cell layer. Excitatory coupling is achieved through coupling a
negatively biased oscillator to a positively biased one. Elec-
tron tunneling, for example in the positively biased oscillator,
leads to a decrease in its node voltage. Through the coupling
capacitor, this decrease is relayed to the negatively biased os-
cillator, driving its node voltage far beyond the threshold volt-
age. This induces electron tunneling in the negatively biased
oscillator from the node to the ground—in other words, elec-
tron tunneling events are relayed from one oscillator to the
other. Shunting inhibition is achieved through coupling oscil-
lators biased to the same voltage. In positively biased oscil-
lators, if tunneling takes place in either of the oscillators, it
reduces the node voltage of the other oscillator far below the
threshold, thus restraining it from tunneling even in the pres-
ence of an external trigger input. By combining these two,
we could achieve a basic circuit construction for the bipolar
cells (Fig.5(a)). Excitatory signals are generated along the
middle branch P→ B1 → B3. P cells receive light inputs to
tunnel, consequently inducing tunneling in the negatively bi-
ased B1 cell. B1 in turn induces tunneling in B3 as illustrated
above. On the other hand, the left and right branches produce
an inhibitory signal toward B3; tunneling in P cells induces
tunneling in Hl and Hr cells. These in turn induce tunneling
in B2l and B2r respectively. Tunneling in both cells provides a
sufficiently large inhibition to restrain B3 from tunneling, thus
blocking signals flowing in the middle branch. This results to
a low average tunneling rate in the bipolar cells. Otherwise if
tunneling occurs only in either of the two, this won’t provide
sufficient restraining, leading to a high tunneling rate in the
corresponding bipolar cell.

Fig. 5(b) shows a unit pixel of the edge detecting circuit.
The photoreceptors receive light inputs to tunnel. This is

relayed to the underlying horizontal and bipolar cell layers.
The bipolar cells positioned at the edges show a higher tun-
neling rate in comparison to the other cells. To increase the
inhibitory effect of the horizontal cell layer, additional exci-
tatory coupling is introduced between B1,2 and B2r.

4. Simulation results
To demonstate the operation of the proposed circuit, we

construced a one- and a two-dimensional circuit and con-
firmed their basic operations through Monte-Carlo based sim-
ulations. In the simulations, light input was simulated with an
external trigger input of 2.5 mV in amplitude. The gap junc-
tion in the horizontal layer was simulated with a resistance
Rh = 400 MΩ, excitatory and inhibitory capacitive coupling
with a capacitance of 2 aF, tunneling junction capacitanceC j

was set to 10 aF, and simulation time was set to 700 ns.

4.1. One-dimensional circuit array
The one-dimensional circuit consists of 100-pixel circuits.

Light input was simulated by applying an external trigger in-
put (whose frequency is equivalent to the intensity of light
inputs) to corresponding photoreceptors.

The input image was projected between the 33rd and the
67th photoreceptor. That is, light was evenly illuminated to
photoreceptors in this region (with an input trigger of 110
MHz). Fig. 6(a) shows the transient responses of the 50th
photoreceptor, (b) the 50th cell of the subjacent horizontal
cell layer and (c), (d) show the response of the 50th (middle
of the illuminated region) and 33rd (left edge) bipolar cell
circuits, respectively. The firing rate of bipolar cells within
the illuminated region is not zero, however, extremely low
compared to the edge cells. The overall response of the ”P”,
”H” and ”B” cells at zero temperature is shown in Fig. 7. The
vertical axis is normalised with the maximum firing rate in
the photoreceptor layer.

Secondly, we confirmed the response of our circuit to var-
ious light intensities. The firing rate of photoreceptors would
be proportional to the intensity of input light (section3.1).
This was simulated through altering the frequency of the ap-
plied input pulse trigger and computing the average tunnel-
ing rates of bipolar cells representing edge positions. The re-
sults are shown in Fig. 8. The maximum response frequency
was 110 MHz, determined by the minimum charging period
within ”P”, ”H”, and ”B” cell layer oscillators.

Thirdly, we evaluated the temperature characteristics. This
was carried out to compute the ability to detect edges with in-
creasing temperatures, by deducting the average firing rate of
the entire bipolar cell layer from that of edge-position bipolar
cells. We refer to this as the SN ratio. Fig. 9 shows the tem-
perature characteristics: (a) edge response simulated at 10 K,
(b) SN ratio for temperatures between 0 - 50 K. The vertical
axes are normalised with the highest firing rate at zero tem-
perature for (a) and with the SN ratio at zero temperature for
(b).
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Figure 7: Response to input image: 
average firing rates of P,H, and B cells

Figure 8: Response of edge cells to 
light intensity. Simulated at T = 0 K.

Figure 9: Temperature characteristics (a) 
Edge detection at T = 10 K, (b) SN ratio 
(difference between firing rates of edge 
position cells and entire bipolar cell layer).
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Figure 6: Transient responses of (a) photoreceptor (b) horizontal and (c), (d) 
bipolar cell circuits: (c) middle of illuminated region, (d) edge cell circuit (T = 0 K).
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Figure 10: Schematic sketch of the two-dimensional circuit configuration,
showing the positions of photoreceptor and horizontal cells.

4.2. Two-dimensional circuit
The two-dimensional circuit consists of 100× 100 pixels.

Fig. 10 shows a schematic top view of the circuit. Each cell in
the photoreceptor layer is capacitively coupled to 4-horizontal
cells in the subjacent horizontal layer. Each of the horizontal
cells is resistively coupled to its four adjacent cells in the hori-
zontal layer. Similarly, each of the bipolar cells is capacitively
coupled to corrresponding cells in the neigboring 4-pixels. To
confirm the operation of the two-dimensional circuit, a gray
scale image (Fig. 11(a)) was projected onto the circuit. The
simulations results showing edge enhancement in the input
image are presented in Fig. 11(b), and (c) for temperature=

0 K, and 5 K respectively.

5. Conclusion
As an inital step to realizing neuromorphic LSI’s with

single-electron devices, we proposed an edge detecting circuit
based on the inner retinal model. Photoreceptors and horizon-
tal cells were implemented with positively- and negatively-
biased oscillators respectively. Through neural shunting inhi-

(b) (c)(a)

Figure 11: Edge enhancement results in a gray image: (a) input frame,
(b),(c): edge detection results at T= 0 K for (b), and T= 5 K for (c).

bition and excitation mechanisms, we could achieve the bipo-
lar cells. To confirm the performance of the proposed cir-
cuit, we designed a one- and a two-dimensional constructions
and evaluated their performances through Monte-Carlo based
simulations.
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