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Abstract. Analog computation is a processing method that solves a given problem by utilizing an
analogy of a physical system to the problem. An idea is presented here for relating the behavior of single-
electron circuits to analog computation. As an instance, a method is proposed for solving a combinatorial
problem, the three-colorability problem, by using the properties of single-electron circuits. In problem
solving, a single-electron circuit is constructed that is analogous to a given problem; then, through an
annealing procedure, the circuit is made to settle down to its minimun energy state. The correct solution
to the problem can be obtained by checking the final arrangement of electrons in the circuit. Analog
computation is a promising architecture for single-electron computing systems.

1. Introduction

One of the promising areas of research in micro-
electronics is the development of novel comput-
ing systems based on single-carrier electronics. To
create such systems, we must employ a method of
computation that makes the best use of the prop-
erties of single-electron circuits. This paper pro-
poses one such computation method: that is, ana-
log computation utilizing the energy-minimizing
principle in single-electron circuits.

Single-carrier electronics is a technology for ma-
nipulating electronic functions by controlling the
transport of individual electrons, through the use
of single-electron circuits [1,2]. It has been re-
ceiving increasing attention because it affords the
possibility of producing computation systems that
provide novel functions beyond those of conven-
tional devices. To take steps toward this goal,
various logic devices consisting of single-electron
circuits have been proposed that perform digital

processing in the manner of Boolean operation [see
3-6 for examples].

In this article, we present for future discussion
an idea of a novel computation device based on
non-Boolean operation. It is a single-electron ana-
log computation device. Analog computation is
a way of processing that solves a given problem
by applying an analogy of a physical system to
the problem. By relating the properties of single-
electron circuits with the method of analog com-
putation, we will be able to create a novel com-
putation device that furnishes quick solutions to
combinatorial problems.

In the following sections, first, the concept of
analog computation is explained using a known
example of an analog-computation system, a soap-
film system that solves the Steiner tree problem
(Section 2). After that we present the idea for
relating single-electron circuits to analog compu-
tation. This concept is illustrated with an ex-
ample, a solution to the three-colorability prob-
lem, that utilizes the energy-minimizing behav-
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ior of single-electron circuits. The construction
of the circuits for solving the problem is presented
(Section 4). Results of computer-simulated opera-
tion of the circuit is then discussed to demonstrate
the problem-solving behavior (Section 5). The au-
thors hope that this will stimulate the thinking of
readers who are aiming to develop new processing
devices that utilize single-electron phenomena.

2. The Concept of Analog Computation
2.1.  What is Analog Computation?

Analog computation is a way of processing that
solves a mathematical problem by applying an
analogy of a physical system to the problem. To
solve the problem in this way, you prepare an
appropriate physical system and represent each
problem variable by a physical quantity in the sys-
tem. If the mathematical relations between the
physical quantities are analogous to those of the
problem, then you can find the solution to the
problem by observing the behavior of the system
and measuring the corresponding physical quanti-
ties. A way of processing based on this principle
is called analog computation.

The analog computation is quite different from
the commonly used binary-digital computation.
In the digital approach, you first devise an algo-
rithm (a set of instructions for finding the solu-
tion to a problem), then execute each step of the
algorithm in the manner of Boolean operation. In
contrast, analog computation is concerned with
no symbolic Boolean operation; instead it utilizes
the properties of a physical system to perform the
mathematical operations required for the solution.
An important feature of analog computation is
concurrency or parallelism in computing, through
which analog computation can provide the possi-
bility of solving complex problems in a short time.

2.2.  An Ezxample of Analog Computation: Solv-
ing the Steiner Tree Problem by Means of a
Soap-Film System

Consider the following problem (Fig. 1). Con-
nect n points on a plane with a graph of minimum
overall length, using additional junction points if
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Fig. 1. The Steiner tree problem. Connect given points
on a plane with a graph of minimum overall length. This
is difficult to solve using existing computers because it re-
quires enormous computing time.

necessary. This is a combinatorial problem called
the Steiner tree problem. Plainly expressed, the
problem is“to connect n cities by a road network
of minimum total length.”

This problem is intractable for digital computa-
tion. There are many possible graphs with junc-
tion points, and we must examine all the possible
ones to find the minimum solution. The num-
ber of computational steps required increases ex-
ponentially with the number n of original points.
Indeed, the Steiner tree problem belongs to
the class of NP-hard problems (non-deterministic
polynomial-time hard problems). Except for inef-
ficient exponential-time procedures, no algorithm
is known for the solution. This problem therefore
requires enormous computing time to solve and is
virtually unsolvable for large values of n.

Neverthless, there is an ingenious analog-
computation method that can quickly solve the
problem (see [7]). We use soap films to make a
physical system analogous to the problem (Fig.
2). Prepare two parallel glass plates and insert n
pins between the plates to represent the points;
then dip the structure into a soap solution and
withdraw it. The soap film will connect the n pins
in the minimum Steiner-tree graph. The comput-
ing process is parallel and instantaneous, so we can
obtain the solution in a very short time regardless
of the number n of the pins.

In this analog computation, the energy-
minimizing principle is well utilized for problem
solving. Any physical system changes its config-
uration to decrease its total energy. In liquids at
rest, the relevant energy components are the grav-
itational potential energy and the surface energy.
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Fig. 2. A soap film solution to the Steiner tree problem.
The problem can be quickly solved by utilizing the equilib-
rium of a soap-film system (see [7]).

The latter is dominant in a thin soap film, and
so a soap-film system changes its configuration to
minimize its total area (therefore its length) and
thereby its surface energy.

Strictly speaking, it is not possible to be certain,
in this system, that the absolute minimum solu-
tion can always be obtained. Depending on the
angle at which the system is withdrawn from the
soap solution, the soap-film network sometimes as-
sumes topologies different from the optimum one
that gives the minimum network length (this is
due to the fact that, in a soap film, many lo-
cal minima exist in the energy-topology relation).
Even in such cases, however, the networks ob-
tained are always nearly equal to the minimum
one. Hence it can be said that the system works
well in general.

3. Single-Electron Circuit for Solving the
Colorability Problem

3.1.  Relating Single-FElectron Circuits to Combi-
natorial Problems

It is interesting to speculate what analog compu-
tations are possible using the properties of single-
electron devices. We here utilize the property of
the single-electron circuit changing its state to de-
crease its free energy. This can be used for solving
combinatorial problems, as in the soap film com-
putation above. By constructing a single-electron
circuit such that its free energy function is related
to the objective function of a given combinato-
rial problem, we will be able to solve the problem
simply by observing to which state the circuit will
settle down.

Setting aside the issue of the feasibility of fabri-
cating actual devices under existing process tech-
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Fig. 8. Coloring of a given map with three colors. (a), (b)
Colorable maps. The numbers 0, 1, and 2 represent three
colors. (c) An uncolorable map. The trial solution fails on
reaching region F.

(c) Uncolorable

nologies, the authors present here an instance of a
single-electron circuit system that can be applied
to combinatorial problems. It is a circuit system
for solving the three-colorability problem. In the
following, we will describe the three-colorability
problem, and then will propose the structure of
the single-electron circuit system for solving this
problem.

3.2.  The Three-Colorability Problem

Consider the following problem: can the coun-
tries on a given map be colored with three colors
such that no two countries that share a border
have the same color (Fig. 3)? This is called the
three-colorability problem and is difficult to solve
for a map with many countries. There are col-
orable maps and uncolorable ones, but we cannot
tell whether a given map can be colored before ex-
amining all the possible colorings. (The problem
is easy if we can use four colors because it has been
proved that four colors suffice for any map.) The
three-colorability problem belongs to the class of
NP-complete (nondeterministic polynomial-time
complete problems), and is intractable for digital
computation because only exponential-time algo-
rithms are known for the solution.

This problem is reduced to graph coloring (Fig.
5). Any map can be converted into a correspond-
ing dual graph by reducing each country to a ver-
tex and by drawing an edge between two vertices
if the corresponding two countries share a border.
Coloring the map is then equivalent to coloring the
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Fig. 4. Construction of a single-electron circuit analogous to the three-colorability problem. (a) A triangular subcircuit
representing a vertex of the graph. (b) A circuit analogous to the two connected vertices A and B (for simplicity, the ground

capacitance for each node is omitted in the illustration).
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Fig. 5. The dual graph for the map in Fig. 3(a). Each

vertex is colored in one of three colors. Two vertices con-
nected by an edge cannot have the same color.

graph, under the rule that two vertices connected
by an edge cannot have the same color.

3.8.  Single-Electron Clircuit for Problem Solving

The following describes a way of solving the three-
colorability problem by using the single-electron
circuit. Our work is first to construct a single-
electron circuit analogous to a given map for the
problem and then to solve the problem by using
the circuit.

A.  Implementing a Dual Graph by Using a
Single-Electron Circuit. Taking the map given in
Fig. 3(a) as an example, we construct the anal-
ogous single-electron circuit for problem solving.
The map can be converted into the dual graph
shown in Fig. 5, reducing our task to constructing
a single-electron circuit analogous to the graph.

To represent a vertex on the graph, we use a tri-
angular subcircuit illustrated in Fig. 4(a), which
consists of three identical tunnel junctions (Cj)
connected in series to form a ring with three nodes
A1, A2,A3. One excess electron (e~ ) is put in the
subcircuit, and it occupies one of the three nodes.
A ground capacitance C exists between each node
and ground. We define that the three nodes repre-
sent three differing colors (e.g., Al represents red,
A2 blue, and A3 green), and that the color of the
vertex is equal to the color of the node occupied
by the excess electron (e.g., the vertex is colored
green if the electron is on node A3). Hereafter, we
call this subcircuit with the excess electron a tri-
angle subcircuit and call the excess electron simply
an electron.

We first implement two vertices, A and B, that
are connected by an edge. This is done by cou-
pling two triangle subcircuits in the manner illus-
trated in Fig. 4(b), using a coupling capacitor
C to connect each two nodes that represent the
same color. (A ground capacitance exists for each
node, but it is not illustrated for simplicity.) Free
energy in this coupling circuit is equal to electro-
static energy and takes a large value for a state
in which two electrons occupy same-color nodes
to face each other (e.g., occupying nodes Al and
B1); therefore, to keep its energy level at a min-
imum, the circuit will tend to avoid such single-
color states. In consequence, two electrons in the
two coupled triangle subcircuits will occupy two
nodes that represent differing colors; e.g., if the
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Fig. 6. The analogous circuit for solving the three-
colorability problem for the graph in Fig. 5 (or for the
map in Fig. 3(a)).

electron in triangle subcircuit A is on node Al,
then the electron in triangle subcircuit B will be
on a node of a differing color, B2 or B3.

A complete circuit analogous to the graph given
in Fig. 5 can be obtained by connecting seven tri-
angul subcircuits, using 33 coupling capacitors C,
as depicted in Fig. 6. (Each node has a ground
capacitance, but these are omitted in the illustra-
tion.) Electrons in two neighboring triangle sub-
circuits tend to occupy nodes of differing color to
reduce the total energy of the circuit, which satis-
fies the requirement of the three-colorability prob-
lem.

It should be stressed that this procedure of con-
structing analogous circuits can be applied to ev-
ery other map. For any problem map given, we
can construct the corresponding analogous circuit
by combining identical triangle subcircuits and
coupling capacitors.

B. Solving the Problem by Using the Con-
structed Circuit The three-colorability problem
asks whether a given map is colorable, and the an-
swer is either “yes” or “no”. To solve the problem
by using the analogous circuit, we carry out the
following procedure. Put the circuit in an initial
state (any state will do), then let the circuit settle
down to its equilibrium state with the minimum
electrostatic energy, and then check to see whether
two electrons in any coupled triangle subcircuits
are on nodes of differing colors. If they are, the an-
swer is “yes” and the colors of the occupied nodes

indicate the a way of coloring in which the map
can be colored. If they are not, the answer is “no”.
(As for the circuit in Fig. 6, we will obtain a “yes”
answer because the circuit is for the leftmost col-
orable map in Fig. 3.) This solution is based on
the following two principles:

(a) Electrostatic energy in the analogous circuit
has a large value when two electrons face each
other at neighboring nodes of the same color.
Consequently the circuit will change its state
to minimize the number of such electron pairs
and, if possible, to reduce such pairs to zero.

(b) “A map is colorable” is equivalent to “in the
analogous circuit, at least one arrangement of
electrons exists such that no two electrons face
each other at same-color nodes.” (Let’s call
such a state of electron arrangement a satis-
faction state.) In contrast, a circuit for an un-
colorable map has no such satisfaction state.

In the minimum-energy state, the circuit for a
colorable map is in a satisfaction state, and we
will find that electron pairs in any coupled tri-
angle subcircuits are on dots of differing colors.
In a circuit for an uncolorable map, no satisfac-
tion state can be attained, so we will find one or
more electron pairs occupying the dots of the same
color.

A similar solution using single-electron circuits
should exist for other NP-complete problems.
This is because every NP-complete problem be-
longs to the same class and one can be converted
into another.

4. Simulating Circuit Operation of Prob-
lem Solving

For problem solving, it is essential that, starting
with a given initial state, analogous circuits should
settle down to their minimum-energy states. Un-
fortunately, analogous circuits in general have
many states of locally minimum energy, as will be
shown later, and in consequence we cannot be cer-
tain, as things stand, that the circuit can achieve
the state of globally minimum energy without be-
coming stuck in the local minima. To make the
circuit converge exactly to the minimum energy
state, we here use the annealing method to oper-
ate the analogous circuits successfully. Using this
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Fig. 7. Electrostatic energy vs. electron arrangement for
the circuit given in Fig. 6.

method, we can obtain the global minimum state
in the circuit and thence the correct solution to
the problem. The details are described in the fol-
lowing sections, using results of computer simula-
tions.

4.1.  Energy Function and Local Minima in Anal-
ogous Circuits

The electrostatic energy of single-electron cir-
cuits is a function of the electron arrangement in
the circuit. For various instances of the three-
colorability problem, we designed the correspond-
ing analogous circuits and calculated the energy of
each circuit for all possible arrangements of elec-
trons. We found that all the circuits have many
local minima in their energy functions.

To illustrate this situation, a configuration of
the energy function is depicted in Fig. 7, taking
the circuit shown in Fig. 6 as an example. The
horizontal axis in the figure indicates the number
of the electron arrangement. One number cor-
responds to one arrangement of electrons; 2187
arrangements are possible because three possible
arrangements exist for an electron in each of the
seven triangle circuits. (In calculation, the circuit
parameters were assumed as: tunnel junction ca-
pacitance C; = 100 aF, coupling capacitance C' =
100 aF, and ground capacitance Cy on each circuit
node = 1 aF. There is no special reason for these
values — any other value can be used.)

The energy of this circuit becomes minimum
for several specific electron arrangements (the ar-
rangements of numbers 429, 584, 939, 1249, 1604,
and 1759; indicated by solid arrows in the figure),

which correspond to the satisfaction states repre-
senting the correct solution to the graph (or the
map) coloring. But it can also be seen that many
local minima exist that have energy values close to
that of the minimum-energy states. It is therefore
not possible to be certain that the circuit can al-
ways achieve the correct solution without getting
stuck in the local minima. (The electron arrange-
ments of numbers 1, 1094, and 2187, indicated by
dashed arrows, correspond to states of monochro-
matic coloring — i.e., coloring the graph (or the
map) with a single color. These states have the
maximum energy value.)

To elucidate the effect of the local minima, we
will here observe by computer simulation the state
transition in analogous circuits. In simulation, we
used a Monte Carlo method that was combined
with the basic equations for electric-charge dis-
tribution, charging energy, and tunneling proba-
bility; the probabilistic characteristic of electron
tunneling was introduced through the use of ran-
dom numbers (see Ref. 8). The co-tunneling phe-
nomenon was ignored for simplicity, and temper-
ature was assumed to be 0 K.

The result is illustrated in Fig. 8, for the sam-
ple circuit shown in Fig. 6. The circuit was ini-
tially set at the state of monochromatic coloring,
then was left changing its state without restraint.
After some transition time the circuit stabilized
in a final state. This procedure, a trial, was re-
peated many times using a different series of ran-
dom numbers; the results of three trials are illus-
trated in the figure. We observed that the circuit
in most cases became stuck in a local minimum
and could not reach the global-minimum energy
state. Very rarely, the circuit successfully stabi-
lized in the global minimum, but this was by sheer
chance.

4.2.  Annealing Operation Method

To overcome the above difficulty, we consider
operating the circuit by the annealing method.
This method consists of the following four steps
(Fig. 9).

(1) Put the analogous circuit into a heat bath, and
set the circuit at an initial state (any state will
do).
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Fig. 8. State transition in the analogous circuit given in
Fig. 6 (computer simulation). The results of three trials
are plotted. The circuit finally became stuck in a local-
minimum state.
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Fig. 9. Concept of the annealing procedure.

(2) Initially increase the temperature of the heat
bath to a maximum value at which the cir-
cuit changes its state or electron arrangement
randomly.

(3) Carefully decrease the temperature of the heat
bath until the circuit arranges its electrons
in an equilibrium state (or until the circuit
reaches convergence).

(4) Check the final arrangement of electrons in the
circuit to see whether the circuit is in the sat-
isfaction state.

If the lowering of the temperature is done slowly
enough, the analogous circuit can reach thermal
equilibrium at each temperature, and so can ap-
proach the global-minimum state with decrease in
temperature. And thus we can obtain the solution
to the problem by observing the final state of the
circuit.
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Fig. 10. State transition in the analogous circuit with
annealing (computer simulation). The result for a trial
is shown. The circuit can successfully reach the global-
minimum state.

The term “annealing” is principally used for the
metallurgical process for obtaining a perfect crys-
tal without deformations and dislocations — heat-
ing a body of metal to near its melting point and
then cooling it slowly to room temperature. In
this study, we adopted annealing as an effective
method for achieving successful operation of anal-
ogous circuits.

4.8.  Convergence to the Minimum Energy State
through the Annealing

We simulated the process of annealing operation
for various analogous circuits and confirmed suc-
cessful convergence to the minimum energy state.
For the cooling schedule (a decrement function for
lowering the temperature in annealing), we used
the natural cooling given by T = Tyexp (—pt),
where T is the temperature, T is an initial value
of the temperature, p is a cooling-speed coefficient,
and t is time. (Parameters T and p govern the
convergence of a circuit during annealing. The
values for successful convergence can be inferred
by experience from the size of a given analogous
circuit.)

The simulation result for annealing is illus-
trated in Fig. 10, taking the circuit of Fig.
6 as an example. The circuit was initially set
at a monochromatic-coloring state, then was left
changing its state under the natural cooling given
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by Tp = 1.0 mK and p = 0.03 (mK/s). The result
for a trial is plotted in the figure. It is shown
that the circuit successfully reaches the global-
minimum energy state. (At the first stage of an-
nealing, the circuit was excited transitorily, as can
be seen in Fig. 10, to states the energy of which
is higher than that for monochromatic coloring,
0.18816 meV. These “upper” states are the states
in which, owing to thermal excitation, a conduc-
tion electron of a node metal is extracted from
the node and is transferred to another node. This
situation vanishes with the decrease in annealing
temperature and has no influence on problem solv-
ing.)

In this way, we can find the global minimum
state of analogous circuits and thence the correct
solution to given problems.

5. Conclusion

Analog computation is a processing method that
solves mathematical problems by applying an
analogy of a physical system to the problem. An
idea for relating single-electron circuits with ana-
log computation was presented. As an instance,
a method was proposed for solving the three-
colorability problem by using the properties of
single-electron circuits. In problem solving, we
construct a single-electron circuit analogous to the
problem and find the minimum energy state of
the circuit through annealing. By checking the fi-
nal arrangement of electrons in the circuit, we can
obtain the correct solution to the given problem.
Analog computation is a promising architecture
for single-electron processing systems.
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electron devices” from the Ministry of Education,
Science, Sports, and Culture and by the Proposal-
Based New Industry Creative Type Technology
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zation (NEDO).)
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