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Abstract

Reaction–diffusion (RD) chemical systems are known to realize sensible computation when both data and results of

the computation are encoded in concentration profiles of chemical species; the computation is implemented via

spreading and interaction of either diffusive or phase waves. Thin-layer chemical systems are thought of therefore as

massively-parallel locally-connected computing devices, where micro-volume of the medium is analogous to an ele-

mentary processor. Practical applications of the RD chemical systems are reduced however due to very low speed of

traveling waves which makes real-time computation senseless. To overcome the speed-limitations while preserving

unique features of RD computers we propose a semiconductor RD computing device where minority carriers diffuse as

chemical species and reaction elements are represented by p–n–p–n diodes. We offer blue-prints of the RD semicon-

ductor devices, and study in computer simulation propagation phenomena of the density wave of minority carriers. We

then demonstrate what computational problems can be solved in RD semiconductor devices and evaluate space–time

complexity of computation in the devices.

� 2003 Elsevier Ltd. All rights reserved.
1. Introduction

Despite dramatic technological progress of digital processors and semiconductor integrated circuits, fundamental

principles of their computing operations remain unchanged for the decades: the computational devices have ‘‘rigid’’

physical architectures vulnerable to almost any kind of damage and the perform calculation in a systematic fashion

under precise timing control. Natural systems give us examples of amorphous, unstructured, devices capable for fault-

tolerant information processing particularly with regard to massive parallel spatial problems that digital processors are

rather weak in.

Reaction–diffusion (RD) chemical systems are well known now for their unique ability to efficiently solve combi-

natorial problems with natural parallelism [2]. In liquid-phase parallel processors, both the data and the results of the

computation are encoded as concentration profiles of the reagents, the computation per se is performed via the

spreading and interaction of wave fronts. In experimental chemical processors data are represented by local distur-

bances of concentrations and computation is implemented via the interaction of waves caused by the local disturbances.

The RD chemical computers are parallel because the chemical medium’s micro-volumes update their states simulta-

neously, and molecules diffuse and react in parallel.
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Fig. 2. Construction of RD device that consists of a number of ‘‘sources’’ of minority carriers regularly arranged on a common

semiconductor die.
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2.1. A brief review of p–n–p–n device operation

Let us consider bias condition of a p–n–p–n device shown in Fig. 3. In this condition, pþ–n and p–nþ junctions are

forwardly biased, while n–p junction is reversely biased. So, the flow of majority carriers, which generate current flow i,
are blocked at this n–p junction. The device is thus off state and electrons as minority carriers are generated in the p

region. They diffuse this region and disappear within a given time constant by the recombination with holes.

Assume that a seed electron is given to the p region and it diffuses among the region ((a) in Fig. 3). If the electron is

not disappeared by recombination accidentally and it induces several holes from pþ region ((b) in Fig. 3), each hole also

induces multiple electrons from nþ region ((c) in Fig. 3). This results in the autocatalytic multiplication of electrons in

the p region. If the p region is fulfilled with electrons, the p region is inverted to n-type semiconductor. This causes the

transition of the p–n–p–n device from off to on state because the reversely-biased n–p junction become just a n–n

junction at this state. The initial density of electrons in the region determines a threshold voltage at which the device is

turned on. The voltage is called a breakover voltage. Fig. 4 shows typical current-voltage characteristics of a p–n–p–n

device. If voltage V exceeds the breakover voltage (VB), the device is suddenly turned on.
Once the p–n–p–n device is turned on, it can not be turned off until the supply voltage V is cut off. When V is set to

zero, electrons in the p region (now it is inverted to n type) disappears due to the recombination. As a result, the device

returns to the resting (off) state.

2.2. A heuristic model of p–n–p–n device

We here propose a simple model of p–n–p–n device for large-scale numerical simulation because the RD device we

propose consists of large number of reaction devices.

Let us assume that the p–n–p–n device is a non-linear resistive device. Its resistance is defined by
Fig. 3. Autocatalytic multiplication of minority carriers (electrons) in the p–n–p–n device.
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Fig. 4. Voltage–current characteristic of typical p–n–p–n device.
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RðV ; nÞ ¼
Roff ðif V < VBðnÞÞ;
Ron þ ðRoff � RonÞ exp � V�VBðnÞ

V0

� �
ðelseÞ;

(
ð2Þ
where V represents the bias voltage, n the density of minority carriers (electrons) in the p region of a p–n–p–n device,
Roff (or Ron) the resistance of the device in off (or on) state and VBðnÞ the breakover voltage as a function of n. If
V < VBðnÞ, the device is turned off with high resistance (Roff ), while the device is turned on ½RðV ; nÞ ! Ron
 when
V > VBðnÞ, as shown in Fig. 5(a). Its on-off sensitivity is determined by constant voltage V0. This imitates the char-
acteristics of the sudden change of resistance (V =i) in Fig. 4.
As described in previous subsection, the breakover voltage is a function of n. We define the function as
VBðnÞ ¼
V maxB ðif n < nthÞ;
V minB þ ðV maxB � V minB Þ exp � n�nth

n0

� �
ðelseÞ;

(
ð3Þ
where V maxB (or V minB ) represents the maximum (or minimum) breakover voltage, nth the threshold density and n0 the
sensitivity of the change of the breakover voltage. When n < nth, the breakover voltage does not change (VB ¼ V maxB ),

while the voltage decrease to V minB exponentially when n > nth (Fig. 5(b)). This imitates the change of the breakover
voltage with the value of n in Fig. 4.

2.3. The RD device using p–n–p–n devices

The reaction device we propose is illustrated in Figs. 6 and 7. The device structure shown in Fig. 6 is designed for

one-dimensional RD device that can be fabricated with conventional CMOS technology. Fig. 6(a) and (b) show the top

view and cross-sectional view of the device along with a dashed line A in Fig. 6(a). A p–n–p–n device is laterally
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Fig. 6. Construction of one-dimensional RD device suitable for conventional CMOS technology.
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Fig. 7. Construction of two-dimensional RD device with vertical p–n–p–n devices.
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constructed beneath the substrate surface. On the other hand, the device structure shown in Fig. 7 is designed for two-

dimensional RD device. A p–n–p–n device is constructed vertically. It will require some special processes for actual

fabrication. In both constructions above, minority carriers (electrons) produced at a p region in a p–n–p–n device will

travel through the p-type common area by diffusion.

The p–n–p–n device is connected with a capacitor and a pMOS FET acting as a current source. Fig. 8 shows its

equivalent circuit. This combination of a p–n–p–n device, a capacitor and a pMOS FET is the unit construction of the

proposed RD device. We call this unit a reaction cell.

The dynamics of a reaction cell is given by
C
dv
dt

¼ IbðvÞ �
v

Rðv; nÞ ; ð4Þ

q
dn
dt

¼ �q
n
s
þ v
Rðv; nÞ ; ð5Þ
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Fig. 8. Equivalent circuit of a reaction cell.

868 T. Asai et al. / Chaos, Solitons and Fractals 20 (2004) 863–876
where C represents the capacitance, v the capacitor voltage, n the minority carrier density, q the charge of electron, R the
resistance of the p–n–p–n device defined by Eq. (2), IbðvÞ the current of pMOS FET as a function of v and s the minority
carrier lifetime. The current of pMOS FET is given by
IbðvÞ ¼ I0 exp j
VDD� Vbias

VT

� �
1

�
� exp

�
� VDD� v

VT

�
þ VDD� v

V0

�
; ð6Þ
where VDD represents the supply voltage, Vbias the gate voltage of the pMOS FET, I0 the MOS fabrication parameter, j
the effectiveness of the gate potential, VT � kT=q � 26 mV at room temperature [44]. In Eqs. (4) and (5), we assume that
capacitor charge decreases by the amount equal to the increased minority carriers. It should be noted that this device

imitates a substrate-depleted reaction because the charge of the capacitor is depleted by the p–n–p–n device.

The reaction cell can be oscillatory (astable) or excitatory (monostable) depending on supply voltage VDD. It is

oscillatory if VDD is higher than breakover voltage VB of the p–n–p–n device, and excitatory if VDD is lower than VB.
In the oscillatory condition (VDD > VB), the capacitor is charged by bias current IbðvÞ and consequently, capacitor
charge increases until capacitor voltage v reaches breakover voltage VB. When v reaches VB, the breakover of the p–n–p–
n device starts and minority carriers are injected from the nþ region to the p region. Then, the autocatalytic multi-

plication of minority carriers occurs to turn the device on. The stored charge on the capacitor flows into the device, so

capacitor charge (therefore capacitor voltage v) decreases and consequently, the device is turned off. The reaction cell
repeats this cycle and produces oscillatory dynamics. On the other hand, in the excitatory condition (VDD < VB),
capacitor voltage v cannot reach breakover voltage VB because v does not exceed supply voltage VDD (bias current IbðvÞ
becomes 0 when v increases up to VDD). In this condition, the p–n–p–n device turns on only when minority carriers are
injected from outside; i.e., neighboring cells.

Fig. 9 shows one-dimensional RD device with multiple reaction devices on a common substrate. Each reaction

devices are labeled as Rn (n is the index number), while diffusion areas are labeled as D. Minority-carriers (electrons)
produced by each reaction device will travel through the diffusion area (p-sub region) by diffusion and reach adjacent

devices. When the reaction devices are closely arranged on the substrate, these minority carriers will induce a chain

reaction among the reaction devices. We can estimate the minimum distance between adjacent devices to cause the

chain reaction as the following.

The dynamics of minority-carriers along with the x-axis in Fig. 9 are governed by Eq. (1). The impulse response to
Eq. (1) is
gðxÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffi
4pDnt

p exp

�
� x2

4Dnt
� t

s

�
: ð7Þ
When reaction device R1 turns on at t ¼ 0, the minority-carrier concentrates around the reaction device (nðx; 0Þ in Fig.
10). The total amount of the minority carriers in the p–n–p–n device is assumed to be equal to the charge of the ca-

pacitor at t ¼ 0. The minority carrier distribution nðx; tÞ is thus obtained as
nðx; tÞ ¼ nðx; 0Þ 
 gðxÞ ¼ N0
2
exp

�
� t

s

�
erf

xþ L=2ffiffiffiffiffiffiffiffiffiffi
4Dnt

p
� ��

� erf x� L=2ffiffiffiffiffiffiffiffiffiffi
4Dnt

p
� ��

; ð8Þ
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N0

0 x

L

D

L/2 + D

n(x, t)

n(x, 0)

n(x,t > 0) > γ N0
on

R1 R2DDR0

Fig. 10. Diffusion of minority carriers around an active cell (R1).

N0

0

0 50 100 150-50-100-150

N0
2

L = 20 µm

t = 0

t = 10 ns

t = 30 ns

t = 70 ns

t = 0.5 µs

N
or

m
al

iz
ed

 m
in

or
ity

-c
ar

rie
r 

co
nc

en
tr

at
io

n 
(a

.u
.)

x (µm)

Fig. 11. Diffusion of minority carriers within typical semiconductor (silicon) device.

T. Asai et al. / Chaos, Solitons and Fractals 20 (2004) 863–876 869
where L and N0 represent the length of the reaction device (See Fig. 6(a)) and the total amount of the charge of the
capacitor (¼ CVDD=q), respectively.
Let us assume that the reaction device turns on when the total amount of the minority carriers in the p–n–p–n device

exceeds the amount of cN0. As shown in Fig. 10, minority carriers produced by reaction device R1 will turn on its
adjacent device R2 when
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Z 1

DþL=2
nðx; tÞP cN0; ð9Þ
where D is the distance between adjacent reaction devices. With a given c, one can briefly estimate the RD device

geometries (L and D). Fig. 11 shows example plots of Eq. (8) with practical device parameters (Dn ¼ 39 cm2/s (ln ¼ 1500
cm2/V s), s ¼ 1 ls and L ¼ 20 lm).
3. Simulation results

For simplification of numerical simulation, we normalize the capacitor voltage and minority-carrier density in Eqs.

(4) and (5). The resultant equations are
du
dt

¼ k0iðuÞ �
u

rðu; vÞ ; ð10Þ

dv
dt

¼ �vþ u
rðu; vÞ ; ð11Þ
where
iðuÞ ¼ 1� expðk1ðu� 1ÞÞ þ k2ð1� uÞ; ð12Þ

rðu; vÞ ¼
roff ðif u < vðnÞÞ;
ron þ ðroff � ronÞ exp � u�vðnÞ

a

� �
ðelseÞ;

(
ð13Þ

vðnÞ ¼
xb ðif v < xsÞ;
xf þ ðxb � xf Þ exp � v�xs

b

� �
ðelseÞ:

(
ð14Þ
In the following simulations, we use parameter values obtained from typical p–n–p–n device. The normalized values

are: ron ¼ 10�2, roff ¼ 104, a ¼ b ¼ 40, xb ¼ 0:8 (for oscillatory mode) �1.2 (for excitatory mode), xf ¼ 0:2, xs ¼ 0:02,
ron ¼ 10�2, ron ¼ 10�2, k0 ¼ 0:05, k1 ¼ 25 and k2 ¼ 0:2.
Fig. 12 illustrate numerical solutions to Eqs. (10) and (11). Fig. 12(a) shows the relaxation oscillations of a reaction

cell in variables u and v. Fig. 12(b) shows the excitatory behaviour of the reaction cell. The cell settles down in the stable
state of u ¼ 1 and v ¼ 0, and no further change occurs as long as minority carriers are not injected. In the simulation,
minority carriers were injected from the outside at t ¼ 50. Triggered by this injection, the p–n–p–n device turned on for
once, and then returned to the stable state.
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Fig. 12. Simulation results of reaction cell for (a) oscillatory mode and (b) excitatory mode.
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We confirmed the operation of the one-dimensional RD device. The RD equation was obtained along with the x-axis
in Fig. 6. At the position of each reaction device, we solve the following RD equations:
ou
ot

¼ k0iðuÞ �
u

rðu; vÞ ; ð15Þ

ov
ot

¼ Dn
o2v
ox2

� vþ u
rðu; vÞ : ð16Þ
In other positions where no reaction device exists, we solve the following equations:
ou
ot

¼ 0; ov
ot

¼ Dn
o2v
ox2

� v: ð17Þ
We solve the equations above by using three-point approximation of the Laplacian on the one-dimensional grid and the

fourth-order Runge–Kutta method. At each side of the reaction-space, we applied the Neumann boundary condition:
r½u
 ¼ r½v
 ¼ ð0; 0Þ; ð18Þ
where r ¼ ðo=oxÞ.
Fig. 13 shows a result for the one-dimensional RD device with nine reaction devices. In the simulations, we assume

xb ¼ 1:2 (excitatory mode), c ¼ 0:1 and Dn ¼ 20� 10�6. In Fig. 13, horizontal and vertical axes represent the nor-
malized space and the time, respectively. The position of the reaction device is indicated by Rn (n ¼ 1; 2; . . . ; 9) at the
bottom.

At an initial state (t ¼ 0), a center reaction device produced minority carriers. The carriers are diffused around the
reaction device, and at t � 25, its adjacent devices are turned on (activated). They produce minority carriers as well,
then at t � 50 (80), their adjacent reaction devices are activated. The propagating waves are produced in the form of the
propagation of the activations of reaction devices.

Very slow decay of the minority carrier concentration was observed in a reaction device being activated by its

adjacent device. Fig. 14 shows time course of the concentration of the reaction device. The normalized refractory period

was the order of 1. It was approximately hundred times as long as the propagating time between the adjacent reaction

devices. Note that the decay time can be controlled by ejecting minority carriers from the p-sub region.

Next, we designed two-dimensional RD device by arranging the reaction cells on a plane and specifying the device

operation. The same set of reaction–diffusion equations as Eqs. (15)–(17), where the diffusion terms were expanded to

two-dimension ðx; yÞ, were solved by five-point approximation of the Laplacian on the two-dimensional grid and the
fourth-order Runge–Kutta method. At each side of the reaction-space, we applied the Neumann boundary condition.

Fig. 15 shows a result for a device with 200 · 200 excitatory reaction cells. The spatial density of minority carriers
is represented in gray scale (v ¼ 0: black, v ¼ 1: white). With periodic injection of minority carriers at a point (P in
Fig. 13. Active wave propagation on one-dimensional RD device.
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Fig. 15. Simulation results of the two-dimensional RD device producing target patterns.
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Fig. 15), the RD device produced spreading concentric waves of minority carriers. This results indicate that the injected

carriers diffused around the injection point and successfully induced a chain of reactions of the cells.

Fig. 16 shows a result of the excitatory RD device without external injections of minority carriers. With an ap-

propriate initial pattern of minority-carrier densities, the RD device produced rotating spiral patterns of minority



Fig. 16. Simulation results of the two-dimensional RD device producing spiral waves.
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carriers. Notice that the wave disappears at collision points (Fig. 16(c)–(d)) because of the depletion of minority car-

riers. This is the same phenomenon as observed in natural RD systems.
4. Computing in RD semiconductor devices

Now we understand how the RD semiconductor device behaves however we still need to specify how its compu-

tation operational characteristics. A RD computation, particularly in active chemical media, is implemented by trav-

eling waves which interact with, or collide to, each other and form a dynamical, e.g. oscillating pattern, or stationary,

e.g. precipitate concentration profile, structure. This structure represents result of the computation, while data are

represented by initial configuration of wave generators.

Before starting any computation one should input data-information in the RD medium. A parallel input is an es-

sential feature of an edge-cutting parallel computing architecture. Serial inputs, so common for vast majority of mas-

sively-parallel processors], dramatically decrease performance of the computing devices, particularly those operating in

transducer mode, where information is constantly fed into the processor (e.g. in tasks of image processing). Experimental

RD chemical computers, at least in certain case, may well have analogs of parallel inputs. It has been demonstrated

widely that applying light of varying intensity we can control excitation dynamic in BZ-medium [13,19,21,35], wave

velocity [41], patter formation [45]. Of particular interest are experimental evidences of light-induced back propagating

waves, wave-front splitting and phase shifting [46]; we can also manipulate medium’s excitability by varying intensity of

the medium’s illumination [15]. In fact, optical input of data-information has been already used at the beginning of RD

research [27]. This was proved to particularly important in experiments in image processing in BZ-medium-based

computing devices [27,36–38]. We are not aware of any rigorous experimental results demonstrating a possibility of

optical inputs of RD semiconductor devices there is however a simulation-related evidence of a possibility of optical

parallel inputs. Paper [28] discusses particulars of a photo-response, photon-induced generation of electron-hole
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pairs in p–n–p–n devices, depending on primary colour components in the stimulating input because elementary pro-

cessors can also act as colour sensors.

There exists a possibility of parallel optical outputs on semiconductor devices. Technologies for integrating opto-

electronic devices and electronic circuitry are fully developed, but limited hybrid integration is available commercially at

present. An important problem of such integration is that pursuing it involves simultaneous development of sophis-

ticated technologies for optoelectronic devices (III–V semiconductors) and silicon integrated circuits. Indeed, recent

development in optoelectronic integrated circuits (OEICs) enables us to implement light-emitting devices (LEDs) on

silicon substrate by controlling defects at III–V/silicon interface. For example, Furukawa et al. demonstrated that

lattice-matched and defect-free GaPN epilayers can be grown on silicon with a thin GaP buffer layer [20]. The task is

enormous and as a practical matter only small scale OEICs have been demonstrated. While the integration levels of III–

V OEICs have remained low, the degree of integration in commercial GaAs integrated circuits has reached VLSI levels

in recent years. These advances offer a route to achieving much higher levels of optoelectronic integration through

epitaxial growth of III–V heterostructures on GaAs-based VLSI electronics.

Most experimental prototypes of chemical excitable computing devices suffer from difficulties with representation of

results of wave interaction. This is because being excited a medium’s micro-volume becomes refractory and then re-

covers back to the resting state. Excitation wave-fronts usually annihilate in the result of collision. Therefore, exper-

imental excitable RD computers require some external devices, like digital camera, to record their spatio-temporal

dynamics. Thus, e.g. to compute a collision-free path around obstacles in thin-layer BZ-medium one must record

snapshots of BZ-medium’s activity and then analyze this series of snapshots to extract results of the computation [8,10].

This is the cost we pay for reusable (because the excitable medium eventually returns to resting state) RD processors.

Another option of preserving results of computation may be to employ non-excitable RD media, where a precipitate is

formed (or do not formed) in the result of diffusion wave interaction with a substrate (or competition of several wave

fronts for the substrate) [4,5,7,17]. Precipitation is an analog of infinite memory. The feature is priceless however makes

experimental prototypes simply disposable, in contrast to excitable media the precipitate-forming media can be used

just once.

RD semiconductor computers, because they are essentially man-made devices, may allow us to combine reusability

and rich space–time dynamics of excitable RD media with low post-processing costs of precipitate-forming RD media.

This can be done by embedding a lattice of oscillatory p–n–p–n elements into a lattice of excitatory p–n–p–n elements.

The excitatory elements (EEs) will form a substrate to support traveling excitation waves while oscillatory elements

(OEs) will play a role of rewritable memory. For example, to represent sites of wave-front collision we must adjust an

activation threshold of OEs in such manner that front of a single wave will not trigger OEs, however when two or more

wave-fronts collide the OEs at the sites of collision are triggered and continue oscillate even when the wave-fronts

annihilate.

What computational tasks can be realized in RD semiconductor devices? Most primitive operations of image

processing (see overview in [2]), e.g. detection of contour and enhancement, are straightly mapped onto the silicon

architecture. Silicon implementation of RD (precipitate formation based) algorithms for computational geometry––

Voronoi diagram [5,17,18] and skeletonization [3]––requires embedding of oscillatory elements in the lattice of excit-

atory p–n–p–n devices; the oscillating elements will represent bisectors of a Voronoi diagram and segments of a

skeleton.

Universal computation can be realized in RD semiconductor devices using two approaches. Firstly, by employing

collision-based mode of computation in excitable media [9], where functionally complete sets of Boolean gates are

implemented by colliding waves. In collision-based mode, however we must force the medium to be in a sub-excitable

regime which may pose some problems from fabrication point of view. Secondly, we can �physically’ embed logical
circuits, namely their diagram-based representations, into the excitable medium [39,43]. In this we employ particulars of

photo-response of p–n–p–n elements and project the logical circuit onto the medium as pattern of heterogeneous il-

lumination.
5. Conclusion

We proposed a massive parallel computing device [11,12] based on principles of information processing in reaction–

diffusion (RD) chemical media [1,2]. This novel silicon device imitates auto-catalytic and dissipative phenomena of the

chemical RD systems, however comparing to real chemical medium the semiconductor analog of RD computers,

functions much faster. We studied operational characteristics of the RD silicon devices and demonstrate feasibility of

the approach on several computational tasks. Our results indicate that the proposed RD device will be a useful tool for

developing novel hardware architectures based on RD principles of information processing.
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