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An Inhibitory Neural-Network Circuit Exhibiting Noise Shaping
with Subthreshold MOS Neuron Circuits
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SUMMARY  We designed subthreshold analog MOS circuits imple-
menting an inhibitory network model that performs noise-shaping pulse-
density modulation (PDM) with noisy neural elements, with the aim of
developing a possible ultralow-power one-bit analog-to-digital converter.
The static and dynamic noises given to the proposed circuits were obtained
from device mismatches of current sources (transistors) and externally ap-
plied random spike currents, respectively. Through circuit simulations we
confirmed that the circuit exhibited noise-shaping properties, and signal-to-
noise ratio (SNR) of the network was improved by 7.9 dB compared with
that of the uncoupled network as a result of noise shaping.

key words: neuromorphic analog integrated circuits, pulse density modu-
lation, noise shaping, subthreshold CMOS circuits

1. Introduction

The purpose of this paper is to explore a possible ultralow-
power one-bit analog-to-digital converter (ADC). An one-
bit ADC converts analog input signals to digital pulse
streams where the analog information is represented in the
time domain. This operation is referred to as pulse-density
modulation (PDM). A similar operation can be found in
spiking neurons [1], e.g., integrate-and-fire neurons (IFNs).
The firing rate of the neuron increases as the amount of in-
puts increases. Hence, the spike trains, e.g., the density of
spikes per second, represent analog values consisting of 1-0
digital streams. Therefore an one-bit ADC could theoreti-
cally be developed by implementing such a neuron circuit on
analog VLSIs. But practically, it is not easy to develop the
ADC with a neuron circuit due to the existence of quantiza-
tion, static and dynamic noises from natural environment as
observed in irregular and random firings of biological neu-
rons [2], [3]. The quantization noises can be eliminated by
employing a sigma-delta modulator [4], however, eliminat-
ing the static noises requires an additional calibration pro-
cess after the chip fabrication, and eliminating the dynamic
noises requires a special isolation device.

In this paper, we explore a possible way to handle both
static and dynamic noises in analog integrated circuits by
employing neuromorphic architectures. To achieve this, we
employ a population model of spiking neurons that exhibits
noise shaping [5]. Through numerical and circuit simula-
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tions of the network circuit, we demonstrate that the net-
work can improve the system’s signal-to-noise ratio (SNR)
as a result of effectively using the static and dynamic noises.

2. Brief Review of Mar’s Neural Network Model

Figure 1(a) illustrates a simple pulse-density modulator for
one-bit AD conversion. Analog input signal (voltage or
current) is given to a modulator (white circle in the fig-
ure), and the modulator produces output (voltage or cur-
rent) pulses whose frequency is proportional to the analog
input. A similar function is performed with spiking neurons,
e.g., integrate-and-fire neurons (IFN), as shown in Fig. 1(b).
An IFN (white circle in the figure) accepts excitatory and
inhibitory presynaptic analog currents (EPSC and IPSC)
through excitatory and inhibitory synaptic weights (@ and
K), and produces output (voltage or current) pulses whose
frequency is proportional to axEPSC — KXIPSC. Mar et
al. proposed an inhibitory neural network with noisy IFNs,
where the membrane potentials of the IFNs were reset to
random values, and random synaptic weights between the
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Fig.1 PDM with Mar’s inhibitory neural network model.
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IFNs and the external analog inputs were employed [5].
They demonstrated that the noisy inhibitory network could
exhibit noise-shaping properties as observed in conventional
sigma-delta type ADCs. Figure 1(c) shows a schematic of
their network model. The network consists of N IFNs (white
big circles) and a global inhibitor(}}) (white square). An
analog input is commonly given to the IFNs, while the dig-
ital output is represented by the sum of spike outputs of all
the IFNs. In the figure, @; represents a distributed (random)
input weight between the common analog input and the i-
th IFN. When an IFN fires, the membrane potential is reset
to random values. A global inhibitor (}}) accepts the sum
of outputs of all the IFNs, and inhibits all the IFNs. This
model is all-to-all inhibitory network having O(N?) wiring
complexity for N IFNs, however, since the synaptic weights
were uniform in the network, we here employ a network of
O(N) wiring complexity, aiming at the compact hardware
implementation [6], [7].

The membrane potential of the i-th IFN (V;) is defined
by

N

e - "2 2K e, ()
J= m

where 7,, represents the time constant, K the common
synaptic weight between IFNs, /(f) the common analog in-
put, @; the random synaptic weight between the i-th neuron
and the common analog input, t;?’(m =1,2,3---) the set of
firing times of the j-th neuron, and

y(@') = exp (—i—) (> 0), @)
where 7, is the time constant. Each IFN fires when V; ex-
ceeds a given threshold voltage (Vy,), and the membrane po-
tential (V) is reset to random values between 0 and 0.75Vy,
[5]. It should be noted that this type of inhibitory neural net-
works exhibit winner-takes-all [8], [9] or winners-share-all
[10], [11] type neural competition depending on the strength
of inhibitory connection, e.g., it is K in the Mar’s model.
According to the Mar’s theory [5], the degree of noise shap-
ing is proportional to (MK)?, where M represents the num-
ber of survived neurons among N neurons. Therefore, we
have to choose an appropriate K for M — N for winners-
share-all type neural competition.

Mar et al. demonstrated that his network model with
N = 50 exhibited noise-shaping PDM where the amount of
the common analog input was converted to pulse densities
of the sum of spikes of all the IFNs. Our purpose here is
to utilize this function produced by the neuromorphic archi-
tecture because neural networks may provide a possible way
to develop ultralow-power LSIs by employing subthreshold
CMOS devices. However, for practical hardware implemen-
tation, N must be small. In this paper, we employ three neu-
rons (N = 3) and choose an appropriate K to keep (MK)?
high.

Remember that static noises are embedded in synaptic
weights @; between the common analog inputs and IFNs,
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whereas dynamic noises are given by resetting each IFN’s
membrane potential to random values after the firing, in the
Mar’s network model. To evaluate the effect of these noises
in our small-scale network, we consider the network op-
eration under the following three conditions; (i) no noise
is given, (ii) only static noises are given, (iii) both static
and dynamic noises are given. The simulation results are
shown in Fig. 2. In the Mar’s original network, (MK)?* was
(50 x 50)> = 2500%, whereas we here set M(= N) at 3
and K = 1000, which results in (MK)> = 3000%. Also
to keep the same average firing frequency(~ 1 kHz) as the
original network, we set I(¢) at a constant value (1100). Fig-
ures 2(a), (b), and (c) represent the inter-spike-interval (ISI)
histogram', the auto-correlation function (ACF) a(7)'", and
the power spectrum density (PSD), respectively, when no
noises were given to the network, i.e., uniform «@; and uni-
form reset values were assumed. In this case, we observed
three peaks in the ISI histogram (Fig.2(a)), which results
from phase-locked oscillation with a certain phase differ-
ence among the IFNs. This implies that, to obtain effective
PDM functions by the population of IFNs, we have to set
a precisely determined initial condition for each neuron to
eliminate this phase difference. In Fig. 2(b), a strong corre-
lation at time shift 7 = 3 ms, which is the inverse value of
the intrinsic firing frequency (333 Hz) of all the IFNs, was
observed. Figure 2(c) shows the PSD of output spikes (‘out-
puts’ in Fig. 1(c)) of the network. The power had a peak
(upper arrow in the figure) at the IFN’s intrinsic firing fre-
quency (333 Hz). Asin [12], [13], noise reduction below the
intrinsic firing frequency was caused by refractoriness of the
individual neuron.

When a static noise was applied (nonuniform a; was
applied), the ISI histogram had a smoother distribution
(Fig. 2(d)) as compared to severely localized distributions
in Fig. 2(a). In this case, the static noise broke up the phase-
locked oscillation and thus normalized the clustering of ISIs.
However, a small crest around 1.6 ms was still observed
in the histogram, which results from complex interactions
among the IFNs and their inhibitory coupling. The ACF is
shown in Fig. 2(e). Each IFN has different firing frequency
based on nonuniform ;. When a collective firing frequency
is setto 1 kHz with @; = 1.0, 1.1 and 1.2, the IFN’s individual
firing frequencies are given by 300 Hz, 333 Hz, and 366 Hz,
respectively. The upper arrows in Fig. 2(e) indicate inverse
values of the intrinsic firing frequencies above. The peaks
of the correlation values were shifted toward left and right
from the intrinsic firing frequencies because the inhibitory
effect spread out the ISIs, whereas it filled up the gaps of
the ISIs. The power level below the intrinsic firing frequen-
cies (300 Hz, 333 Hz, and 366 Hz) was increased by about
10 times (Fig. 2(f)) as compared to Fig. 2(c), but the power
level around the firing frequencies and above the collective
firing frequency (1 kHz) were decreased.

fThe trial duration was 10.6 s and a bin width was 0.1 ms.

Ha(r) = (X)Xt — 1)), where X(¢) is the summed output of
Mar’s network. The ACF was calculated with time shifts 7 < 5 ms
using a sampling interval of 0.1 ms.
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Fig.2  Simulation results of Mar’s inhibitory neural network model.

When both static and dynamic noises are given, i.e.,
nonuniform «; and random reset were assumed, the ISI
histogram had a Gaussian-like distribution, as shown in
Fig.2(g). Phase randomization caused from the dynamic
noise disfavored the oscillation of the IFNs, which averaged
the ISIs. The ACF shown in Fig. 2(h) displays oscillations
with a period of approximately 1 ms, which indicates that
a collective PDM function is obtained with this inhibitory
network. Figure 2(i) shows the PSD of this network. The
power level was smoothly decreased around the IFN’s in-
trinsic firing frequency and the collective firing frequency
(1kHz), as compared to Fig. 2(f).

Note that the function (one-bit noise-shaping PDM) of
the network is the same as conventional delta-sigma ADCs,
however, the operational principles of the model are com-
pletely different from those of delta-sigma ADCs. Higher
order noise shaping in conventional delta-sigma ADCs can
be achieved by connecting first-order delta-sigma modula-
tors ‘serially’ (see, e.g., [4]). On the other hand, according
to [5], higher order noise shaping in inhibitory neural net-
works shown in Fig. 1(c) is achieved by adding integrate-
and fire neurons to the network in ‘parallel’ (increasing the
number of neurons).

3. Subthreshold CMOS Neuron Circuit for Imple-
menting Mar’s Inhibitory Neural Network

We implement the Mar’s noisy IFN using a subthreshold
CMOS neuron circuit which has been proposed by Asai et
al. [14]. All the MOS transistors in the circuit are operating
in their subthreshold region, which ensures ultralow-power
consumption as a whole. Therefore, it is suitable to achieve
our purpose.

Figure 3 shows schematic of the neuron circuit where
C; and C, represent the capacitance, Vi, ; the membrane po-
tential of the i-th neuron circuit, U; the refractory potential,
I; the external input current, I,,; the quantized (spike) out-
put current, I.; the reference current for the quantization
and refraction, Iy, the external fluctuation (dynamic noise),
and Vi, the inhibitory input. When all the transistors are op-
erating in their subthreshold region [15], the node equations
of the circuit are given by

AV

C ar =1 - ]OeKUI/Vl +1q; — IOeKVLI/Vz7 3)
du; |
Co—e = o™V = I + L, 4)

where [ is the fabrication parameter, « the effectiveness of
the gate potential, V; the temperature dependent term.
Although the circuit’s dynamics have been analyzed in
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Fig.3  Subthreshold neuron circuit.

[14], we here describe the operation briefly. The membrane
potential (Vp;) is increased (or decreased) by charging (or
discharging) C; through M1 (or M2). M1 acts as an exci-
tatory synapse and accepts external analog input, whereas
M2 acts as an inhibitory synapse and accepts an output of a
global inhibitor. As V), ; increases, a drain-source current of
M3 increases exponentially. The current is copied to node
U; by a current mirror (M4 and MS5) and charges C,, which
result in the increase of U,;. If U; exceeds the threshold volt-
age of M6, node V,; is shunted by M6. We define that the
time at which V), ; is shunted is the time at which the neuron
circuit fires. Since U; is discharged by a current mirror (M7
and M8), the refractory period, where V,; cannot increase
(the circuit cannot fire) even if excitatory input current [;
were given, is inversely proportional to the amount of ref-
erence current I;. Since M9 accepts U, Iy is increased
when the neuron circuit fires (the shunting current of M6 is
increased). Note that the maximum value of I, is regulated
by a current mirror (M8 and M10) with reference current
Iref .

An external (analog) input is given to the neuron cir-
cuit through an excitatory synapse (M1). To embed static
noisy coefficient ; in the i-th IFN of Mar’s network into the
neuron circuit, we set different dimensions (width/length) of
M1 for each neuron circuit only for the simulation use. This
size difference is naturally embedded on analog integrated
circuits in the fabrication. Note that ¢; is proportional to the
dimension of M1 of the i-th neuron circuit. On the other
hand, dynamic noises are embedded in a different way. In
the Mar’s network, the dynamic noise was given by reset-
ting the membrane potential to random analog values after
the firing. Since producing random analog values is not easy
on analog integrated circuits with a compact construction,
we apply random current pulses (I4;), whose ISIs obey the
Poisson distribution, to nodes Vy,; and Uj, instead of setting
the source voltage of M6 at time-variant random values. The
oscillation phase of Mar’s network is increased by resetting
the membrane potential, whereas that of the proposed circuit
is increased by the current pulses (I4;). Therefore, applying
random current pulses to nodes Vp,,; and U; is qualitatively
the same as the random reset in Mar’s original network.

Figure 4 illustrates the construction of the i-th “noisy”
neuron circuit that consists of a conventional M-sequence
circuit for generating 1-0 digital random streams Viygeqi» @
circuit that differentiates Vpyseq; and produces random cur-
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Fig.4  Block diagram of our noisy neuron circuit consisting of subthresh-
old neuron circuit, M-sequence circuit for dynamic noise generation and
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Fig.5 CMOS circuit for differentiating and rectifying output of M-
sequence circuit.

rent streams Iq; (= 0 or L.¢) by rectifying the differentiated
voltage, and a neuron circuit shown in Fig.3. We employ
a 8-bit M-sequence circuit with conventional shift registers
and an XOR circuit. Figure 5 shows a circuit for the dif-
ferentiation and rectification. In the circuit, M1 accepts the
output of the M-sequence circuit (Vppseq,;). Since the current
of M1 is regulated by a current mirror (M2 and M3) and ref-
erence current Irer, 11 is zero (or Irer) when Vipgeq, is logical
“0” (or “1”). This current (I;) is mirrored to I, by a current
mirror (M4 and M5), and is also mirrored to the capacitance
node (C) by a current mirror (M4 and M6). Since capaci-
tor C is added to the common gate of a current mirror (M7
and M8), /| is mirrored to /3 with a time delay. Therefore,
I, — I3 corresponds to the temporal derivative of ;. Since
a current mirror (M9 and M10) can copy I — I3 only when
I, < I; (M9 and M 10 rectify I, —13), the output of this circuit
(I4,) becomes zero on the rising edge of Vipgeq,i, but becomes
nonzero current on the falling edge.

Figure 6 shows the schematic of the network circuit
consisting of the noisy neuron circuits and additional MOS
circuits (M1, M2 and M3) implementing the global inhibitor
shown in Fig. 1(c). Current outputs of noisy neuron circuits
(Iout,;) are summed by M1. The summed current is mirrored
by a current mirror (M1 and M2) with a mirror rate of 1:K’.
Therefore, the output current (iyy) is given by K’ Zl 1 Louti-
Since M3 in Fig. 6 and M2 in Fig. 3 forms a current mirror,
neuron circuits’ membrane potentials (Vy,; for all i) are de-



2112
1: K¢
M1 M2
Il 12 13
Iout,l v Iout,Z v Iout,3
noisy noisy noisy
neuron neuron neuron
i
Vi Vis Vi3 [ | out

M3

Fig.6  Network circuit consisting of three noisy neuron circuits and
additional circuits (M1, M2 and M3) acting as global inhibitor.

creased when i,y is increased, which results in the global
inhibition of all the neuron circuits.

4. Simulation Results

In the following circuit simulations, we assumed 1.5-um
CMOS process (MOSIS, Vendor: AMIS). First, we simu-
lated the neuron circuit shown in Fig. 3 to examine the ef-
fect of the random current pulses on the circuit as dynamic
noises. We assumed that MOS transistors have the same di-
mension of W/L = 1.6 um/4 ym, except for MOS transistors
in current mirrors (W/L = 16 um/4 um). The external analog
input current (/;) and the reference current (/.f) were set at
1 nA. The capacitances (C; and C,) were set at 1 pF, and the
inhibitory input voltage (Vy;) was set at zero. The random
current pulses /3 ; obeying the Poisson distribution (the mean
and variation A4 = 5000) were generated with the amplitude
of 1 nA and the pulse width of 10us. Figure 7 shows the
simulation results of time course of membrane potentials of
noiseless (/g; = 0) and noisy (I3; # 0) neurons. In Fig. 7(a),
we observed periodic oscillation of V,,;, whereas nonperi-
odic oscillation was observed in Fig. 7(b) because the phase
was randomly increased by the random current pulses (/q,)
shown in Fig. 7(c). Since the neuron circuit produces spike
outputs (Ioy;) when Vy,; is suddenly decreased, the opera-
tion shown in Fig. 7(b) is equivalent to randomly resetting
the membrane potential after the neuron’s firing.

As introduced in Sect. 2, all the neuron circuits should
survive as a result of neural competition in the inhibitory
neural network. Since the number of survivors is decreased
(or increased) when the inhibitory connection strength (K)
is increased (or decreased), we have to choose an appropri-
ate K for our network circuit through circuit simulations.
Normalizing Eq. (3) and comparing it with Eq. (1), we ob-
tain K = K'Iet/Ci (Iet/C; was set at 10° in our simula-
tion), which is consistent with K values (10°) used in Sect. 2.
In the simulation, we assumed N = 3 and (@, a2, a3) =
(1,1.1,1.2) by modifying the ratio of width of transistors
M1 in Fig. 3, which results in (/1, 1, 13) = (1,1.1,1.2)nA
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Fig.7  Simulation results of neuron circuit; (a) time course of mem-
brane potential of neuron circuit without static and dynamic noises; (b)
time course of membrane potential of “noisy” neuron circuit with dynamic
noise; (c) random pulses given to neuron circuit.
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Fig.8  Auto correlation functions of output of network circuit for K’ =
1,2 and 3.

in Fig. 6". We also applied random current pulses Iy; obey-
ing the same Poisson distribution as in the simulations of
Fig.7(b). Through circuit simulations of the network cir-
cuit, we found that all the neurons survived when K’ < 3.
When 3 < K’ < 6, the membrane potential of a neuron re-
ceiving the minimum input current (/;) was not increased
because the amount of the shunting current was larger than
that of ;. When K’ > 6, only one neuron that received
the maximum input current (/3) was survived. To find an
appropriate K’ that is 3 or less, we calculated ACFs of
quantized iy, [= V(#)] where iy, was quantized to 0 (or
1) when iy is smaller (or larger) than 0.8 nA, for K’ =1,

"Neuron circuit’s natural frequency would have an undesirable
variation. In our simulations, such variations were simply con-
verged into variations of channel width of M1 (~ [;) in Fig. 3, in-
stead of considering variations of all transistors in a neuron cir-
cuit. As a demonstration, we assumed that the width of M1s were
slightly distributed and the resulting drain-to-source current (I;s)
were set at (I1,1,,13) = (1,1.1,1.2)nA. These variations (in M1)
correspond to variations of input weights (o; in Fig. 1(c)) which are
necessary for obtaining the network’s noise shaping properties.
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inhibitory connection strength K’ = 1, 2 and 3.

2 and 3. Figure 8 shows the results of the ACFs where
a(t) = (V({@')V(¢ —1)). As K’ increased, apparent correla-
tion peaks were appeared, as in Mar’s original simulations.
Figure 9 shows time courses of membrane potentials Vp,;
(i =1, 2 and 3) and network output i, when K’ =1, 2
and 3. When K’ = 1, all the neuron circuits survived, as
shown in Fig.9(a), and i,, exhibited nonperiodic oscilla-
tion (Fig. 9(b)). Since simultaneous firings were happened
merely, i, exceeded the regulated current I (= 1nA).
When K’ = 2, the simultaneous firings were drastically
reduced, but ISIs of i, were still incoherent, as shown in
Figs. 9(c) and (d). When K’ = 3, all the neuron circuits still
survived (Fig. 9(e)). Simultaneous firings were perfectly re-
moved as well as ISIs of i, were almost uniform (Fig. 9(f)),
which implies that noises in i, were significantly removed
when K’ (< 3) is increased. Therefore we here fix K’ at 3
for our network where 1) all the three neurons survive, ii) the
ACF has the same characteristics as Mar’s one, and iii) the
output has uniform ISIs of iy, without simultaneous firings.

Figure 10 compares the network circuit operations
when K’ = 0 (uncoupled) and K’ = 3 (coupled). When
K’ = 0 (Fig. 10(a)), iz exhibited nonperiodic oscillations.
Noisy neuron circuits fired incoherently (See raster plots in
the figure. +, X and * represent the firing events of the first,
the second and the third neuron circuits, respectively.). The
resulting ISIs of output spike trains were random. On the
other hand, when K’ = 3, i, exhibited almost periodic os-
cillations (Fig. 10(b)). The raster plots in the figure show
significant differences between firing frequencies of noisy
neuron circuits as compared to raster plots in Fig. 10(a). The
resulting ISTs of output spike trains were almost uniform, as
expected.

Figure 11 shows IST histograms of the uncoupled (K’ =
0) and coupled (K’ = 3) network circuits where 1500 firing

Time courses of membrane potentials Vi, ; (i =1, 2 and 3) and network output iy When
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Fig.10  Comparison of network circuit operations when K’ = 0

(uncoupled network) and K’ = 3 (coupled network).

events were gathered with A = 0.01 ms. When K’ = 0, we
observed a Poisson-type distribution of ISIs (solid line in
Fig. 11) because each neuron circuit was driven by indepen-
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dent noise sources and was thus fired incoherently. When
K’ = 3, a Gaussian-type distribution was observed (dashed
line in Fig. 11). Once a neuron circuit receiving the maxi-
mum external input fires, the network is globally inhibited.
After this firing, the neuron circuit operates in its refractory
state. Therefore, ISIs of this neuron are increased as com-
pared to uncoupled case. Also, the neuron circuit cannot fire
when the other neuron circuit, which receives smaller input
than the maximum input, fires. Therefore, ISIs of output
spike trains follow ISIs of a neuron receiving the maximum
input, and the ISIs are averaged over whole neurons’ firing
events.

Figure 12 shows the PSD of the coupled (K’ = 3)
and uncoupled (K’ = 0) networks with sinusoidal inputs
(; = Ip + Asin(2nft), Iy = 1nA, A = 50pA, f = 100Hz)
where 16 trials with different sets of initial values in M-
sequence circuits were averaged with a square window func-
tion. The measured SNR of the uncoupled network was
10.2dB, while that of the coupled one was 18.1 dB, which
indicated that the noise level of the coupled network was
less than one tenth of that of uncoupled network below the
cutoff frequency (< 10° Hz). The external random current
pulse obeying the Poisson distribution is theoretically anti-
correlated noise. The change in ISI distributions from the
Poisson type to Gaussian type in Fig. 11 implies that the
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amount of noises were decreased by the effect of the global
inhibition. As observed in raster plots in Fig. 10(b), indi-
vidual neurons fired irregularly and thus seemed not to con-
tribute to the signal transmission between the analog input
and the digital (spike) output. Moreover, since the firing or-
der of the neurons were also random, they seemed to fire in-
coherently. However, the resulting output, the sum of firing
events of neurons shown in the bottom of Fig. 10(b), were al-
most periodic. This mechanism is appeared on the resulting
PSD (Fig. 12) as the suppression of noises, which implies
that the coupled network has an immunity from both static
and dynamic noises as compared to the uncoupled network
which strongly depends on the noise characteristics of indi-
vidual neurons.

We roughly estimated power consumption of the pro-
posed circuit. Since the neuron circuit shown in Fig. 3 was
biased by 5V and O(107%) A, the power consumption per a
neuron would be in the order of nW (nano-Watt). The as-
sociated circuits (M-sequence and ‘differentiation and rec-
tification’ circuits) shown in Fig.4 consumed the same or-
der of power as the neuron circuit. Because we employed
3 neuron circuits (Fig. 6) and a global inhibitor (M1 to M3
in the figure), the total power consumption would be several
tens to hundreds of nano-Watts. On the other hand, accord-
ing to the latest data presented in [16], typical one-bit ADCs
consumed several micro-Watts to several hundreds of micro-
Watts, which indicates that our circuit would be a possible
candidate for feature ultralow-power ADCs.

5. Conclusion

We investigated a possible way to develop an one-bit analog-
to-digital converter in a noisy environment. We proposed a
network circuit inspired by neuromorphic architectures to
subtly utilize static and dynamic noise in VLSIs. We em-
ployed a population model of spiking neurons [5]. This
model has a network using inhibitory coupling that exhibits
noise shaping. We implemented this model with subthresh-
old MOS circuits to actively employ noise. The static and
dynamic noise applied to the circuit for noise shaping was
obtained from device mismatches of current sources and ex-
ternally applied random (Poisson) spikes, respectively. A
coupled network produced a Gaussian-like distribution of
inter-spike intervals (ISIs), while an uncoupled one had a
broad distribution of ISIs. Through circuit simulations we
confirmed that the signal-to-noise ratio (SNR) of a coupled
network was improved by 7.9 dB compared with that of an
uncoupled one as a result of noise shaping.
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