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Stochastic Resonance in an Array of Locally-Coupled
McCulloch-Pitts Neurons with Population Heterogeneity

Akira UTAGAWA 9, Tohru SAHASHI', Student Members, Tetsuya ASAI', and Yoshihito AMEMIYA ', Members

SUMMARY  We found a new class of stochastic resonance (SR) in a
simple neural network that consists of i) photoreceptors generating nonuni-
form outputs for common inputs with random offsets, ii) an ensemble of
noisy McCulloch-Pitts (MP) neurons each of which has random threshold
values in the temporal domain, iii) local coupling connections between the
photoreceptors and the MP neurons with variable receptive fields (RFs),
iv) output cells, and v) local coupling connections between the MP neu-
rons and the output cells. We calculated correlation values between the
inputs and the outputs as a function of the RF size and intensities of the
random components in photoreceptors and the MP neurons. We show the
existence of “optimal noise intensities” of the MP neurons under the non-
identical photoreceptors and “nonzero optimal RF sizes,” which indicated
that optimal correlation values of this SR model were determined by two
critical parameters; noise intensities (well-known) and RF sizes as a new
parameter.
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1. Introduction

Stochastic resonance (SR) has recently been spotlighted in
the field of engineering, which is motivated by a wide vari-
ety of sensing applications to detect weak signals [1]. Re-
cent challenges in electrical engineering revealed that SR
could be observed in a laser [2]—[4], nonlinear electrical cir-
cuits [5]-[7], sigma-delta modulators [8], quantum circuits
[9]-[11], and so on. Noise and fluctuations are usually con-
sidered as “obstacles” in electrical systems, and most strate-
gies to deal with them are focused on the suppression. In
contrast, SR in electrical systems certainly exploited noises
to improve the SNR, which implies that a new kind of elec-
trical systems would be evolved by utilizing noise and fluc-
tuations (e.g., [12]-[14]).

Recently, Funke et al. reported that a visual pathway
in a cat primary visual cortex optimally utilized an SR-
like process to improve signal detection while preventing
spurious noise-induced activity and keeping the SNR high
[15]. Although the mechanism is still unclear, one may as-
sume that i) SR without optimal tuning of noise intensities
[16] underlies the fundamental mechanism and ii) the vi-
sual pathway from photoreceptors to cortical neurons may
cause extremely large receptive fields (RFs). Inspired by
these results and assumptions, we here propose a simple
neural network model that consists of an array of SR units
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where threshold elements are represented by McCulloch-
Pitts (MP) neurons and the MP neurons are shared by the
neighboring SR units, i.e., the number of MP neurons in
each SR unit represents the RF size. Our primary interest
here is to investigate the model’s fundamental behaviors as
a function of noise intensity, the RF size and population het-
erogeneity (random offsets between the inputs) that was not
discussed in [15].

This paper is organized as follows. In Sect.?2, a brief
review of SR without tuning is presented. Our simple neu-
ral network is presented in Sect. 3. The network was evalu-
ated through extensive numerical simulations (Sect.4). We
demonstrate that there are nonzero optimal RF sizes as well
as optimal noise intensities of the neurons under the non-
identical photoreceptors. Section 5 is devoted to summary.
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Fig.1 Stochastic resonance (SR) without optimal tuning of noise
intensity [16].

Copyright © 2009 The Institute of Electronics, Information and Communication Engineers



UTAGAWA et al.: STOCHASTIC RESONANCE IN AN ARRAY OF LOCALLY-COUPLED MCCULLOCH-PITTS NEURONS

(a) weak noises (b) moderate noises
(I) without variance

(c) strong noises

(d) weak noises (e) moderate noises
() with variance

(f) strong noises

Fig.2  2-D examples of weak-signal (dark-image) sensing with SR.

2. Brief Review of SR Models

Figure 1 shows a basic SR model proposed in [16]. A sub-
threshold input is commonly given to N threshold elements,
as illustrated in Fig. 1(a). FitzHugh-Nagumo neurons were
used in the original paper, but one may use McCulloch-Pitts
(MP) type neurons instead without loss of generality. Each
neuron accepts external uncorrelated noises, which lead the
neurons to fire with high (or low) possibility when the sub-
threshold input is high (or low). When the outputs were
summed, the uncorrelated noises tend to be cancelled each
other as N increases. Examples with MP type neurons were
shown in Fig. 1(b) where correlation values between the in-
put and output signals were plotted as a function of the noise
intensity. One can observe that the correlation values are
increased as N increases and the values tend to be insensi-
tive to noise intensity (> 0.2 when N = 100). This means,
when a large number of neurons are used in the system, the
subthreshold (weak) input can be detected without optimal
tuning of the noise intensity [16].

The concept of SR has been expanded to image sens-
ing applications [17]. Let us consider a 2-D array of pix-
els, and assume that each pixel consists of the same SR
model in Fig. 1(a). The array accepts dark (subthreshold)
images, and thus the array’s output would be always zero
when external noises were not given. As the noise intensity
increases, nonzero outputs appeared, as shown in Figs. 2(a)
to (c). When each pixel has random offset values, they
are directly detected through the SR process, as shown in
Figs. 2(d) to (f). Consequently, SR would be useful for sens-
ing weak signals (e.g., dark images), however, the random
offsets would also be detected in practical systems. Note
that such a random offset is generally observed in photodi-
odes as dark currents, and the dark currents are cancelled by
correlated double sampling (CDS) circuits in many CMOS
image sensors [18]. Here we do not argue that SR may de-
feat CDS, but are interested in SR-based image processing
that may exist in biological vision systems.
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Fig.3  Three types of SR models. (a) SR array with N = 1, (b)) N = 3
and (c) proposed SR array having local connections where one pixel with
N = 3 shown in (b) is hidden (solid lines and circles).

3. Neural Networks with Locally-Coupled SR Units

We here propose a simple neural network model for SR-
based image processing. Our model accepts images (optical
inputs), and generates the outputs through an SR process, as
demonstrated in Fig. 2. Three types of array structures of SR
units are considered, as shown in Fig. 3. The first structure
is illustrated in Fig.3(a) where an optical input to a pixel
is given to a single noisy MP neuron. Each neuron accepts
temporal noises, and the temporal average of the neuron’s
output represents the pixel output. With this setup, the max-
imum correlation values between the input and the output
would be low because the single pixel exactly corresponds
to the network of N = 1 in Fig. 1. To increase the correlation
value, one can employ the second structure where multiple
MP neurons are embedded in each pixel (N = 3 for exam-
ple), as shown in Fig.3(b). This setup certainly increases
the correlation values, and the model would exhibit the best
(but trivial) results with large N. Our interest here is to intro-
duce receptive fields (RFs) in an array of SR units where MP
neurons are shared by the neighboring SR units, as shown in
Fig.3(c). It should be noticed that an SR unit with N = 3
is hidden in this structure (illustrated by solid lines and cir-
cles in Fig. 3(c) left), and the MP neurons are shared by the
neighboring SR units.

In Fig.3(c), the optical input distribution is repre-
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sented by /(x), and is accepted by nominal photoreceptors.
The output distribution of the photoreceptors is defined by
I(x) + 6(x) where 6(x) represents the spatial random noise
(pixel variations) given by m - N(0, 1) [N(0, 1) is the Gaus-
sian noise with zero mean and unity standard deviation]. In-
puts to MP neurons via local coupling connections between
photoreceptors and MP neurons were then defined by

R(x) = f (1X) +6(%)) - g(X - x) dX, (1)
(x) = ! ex [—i]
= ore P 202 |

where o represents the RF size. Output distribution of the
MP neurons is thus

V(x) = H(R() - £1)), )

where H(-) represents a step function, and £(¢) the temporal
random noise given by A - N(0, 1) + 6 (A: standard devia-
tion, 6: mean threshold). The final output via local coupling
connections between the MP neurons and the output cells is
given by

O(x) = fV(X) cg(X —x) dX. 3)
With this model, we examine SR behaviors by changing m

(spatial randomness), o (RF size), and A (temporal random-
ness being necessary for SR).

4. Results
We conducted numerical simulations to investigate effects
of RF sizes and noises (random offsets in photoreceptors

and temporal noises in MP neurons). In the following sim-
ulations, we assume 6 = 0.5 and I(x) = 0.3 - H(x — 0.5).
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The 1-D space (x : [0, 1]) is discretized with 32 MP neu-
rons (N = 32) where dx = 1/N and x = i-dx (i: integer
value). Figure 4 (top) shows density plots of correlation val-
ues between the optical input /(x) and final output O(x) as
a function of o and A with four different values of ms. The
output O(x) was obtained by averaging results of 512 trials
with different random seeds. The correlation values were
calculated by

S G - d)—(D)-[0G - dx)~(0)]
VEX G- d)—(DP LY, 106 - do)—(O)P

C

,C)

where (/) and (O) represent the spatially averaged distribu-
tions of /(x) and O(x) ({I) is 0.15, and (O) was numerically
calculated from O(x)). Figure 4 (bottom) shows distribu-
tions of I(x), O(x), and random threshold &(¢) at arbitrary
t. If photoreceptors are identical (m = 0, Fig.4(a)), the
maximum correlation value was obtained when the RF size
(o) was zero, as expected. However, if photoreceptors are
not identical (m = 0.1, Fig. 4(b)), the correlation peak was
moved to nonzero o while keeping the peak value high. This
implies that a nonzero RF size would be necessary for SR
among nonidentical components. As m increases (Figs. 4(c)
and (d)), the peak shifted to higher o, however, the peak
values were decayed slowly.

Figure 5 shows horizontal cross sections of Fig. 4(b).
As in the basic SR network (Fig. 1), the correlation values
had a peak for variable noise intensity (A). It should be no-
ticed that the correlation values did not decrease suddenly
as noise intensity A increased. When o~ = 1.5, for example,
the peak value was almost insensitive within 0.2 < A < 0.5.
Since o qualitatively represents the number of neurons in
the RF of each pixel, increasing o may improve the correla-
tion as in the basic SR network. However, nonzero o causes
smoothing of the optical input. Therefore there may exist

O(x)
0.5 1

-

0.2

0

Simulation results of proposed 1-D network for step optical inputs.
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Fig.7 Maximum correlation values vs. spatial variance.

upper bounds of o. Figure 6 shows the vertical cross sec-
tions of Fig. 4(b) representing correlation values as a func-
tion of o~. The peak value was obtained around o = 1.5 and
A = 0.4, which proves that nonzero o (RF size) is neces-
sary for obtaining higher correlation values in this SR sys-
tem with nonidentical pixels (m > 0).

To confirm the effects of convergent coupling connec-
tions between V(x) and O(x) in our SR model, we calcu-
lated peak correlation values between I(x) and O(x) (Cjp)
as well as correlation values between I(x) and V(x) (Cyy).
Figure 7 plots the peak values as a function of spatial vari-
ance m (I(x) = 0.1 - H(x — 0.5)). For given m, the peak
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Fig.8 2-D simulation results with test pattern image. Gray-scale output
images (b-e) were obtained by averaging binary results of 512 trials with
different random seeds.

values were scanned by sweeping two parameters A (noise
intensity) and o (RF size). We observed an apparent dif-
ference between Cjp and Cjy, where Cjo was always larger
than Cjy, and the difference expanded significantly as m in-
creased. This result proves that employing the coupling con-
nections between V(x) and O(x) is effective for increasing
the correlation values, which results in improving quality of
detected images.

Finally, we evaluated performances of a 2-D network
with two distinct RF sizes (o0 = 0.3, 1.5). Figure 8 shows
the results (A = 0.4, m = 0.1, and 6 = 0.5). The binary input
image I(x, y) is shown in Fig. 8(a) [32x32-pixels black and
white image. I(x,y) = 0 (black) and 0.3 (white)], whereas
level-adjusted density plots of outputs of neurons V(x,y)
[(b) and (c)] and final output cells O(x, y) [(d) and (e)] with
different RF sizes is shown. By comparing the final outputs
of small RF (o = 0.3) and relatively large RF (o = 1.5), we
first conclude that expanding RF sizes is useful for obtaining
visually-better output image through SR among nonidenti-
cal pixels, if the input image is not complex (realistic). The
important thing here is that the underlying mechanism of the
performance increase mainly resulted from convergence on
O(x, y) with nonzero o (=1.5), as proved in Fig. 7.

Figure 9 shows simulation results for realistic gray-
scale input images. Figure 9(a) represents the input im-
age [256x256-pixels 8-bit gray-scale image. I(x,y)s were
re-normalized to O (black-most pixel) and 0.3 (white-most
pixel)]. When o = 0.3, the output image detected by SR
was very noisy (Fig.9(b)), which represents a raw image
including random offsets detected by SR. Figures 9(c) and
(d) show level-adjusted distributions of V(x, y) and O(x, y),
respectively, when o = 1.5. The difference in image quali-
ties between Figs. 9(c) and (d) were not apparent at-a-glance
view, however, there is quantitative difference certainly, as
shown in Fig. 7.

We have shown that the maximum correlation value be-
tween input /(x) and output O(x) was obtained by setting
optimal noise intensity A and receptive field (RF) size o
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(a) input image 1(x,y) (256x256
8-bit gray-scale)

(b) output O(x, y) with small RF
(0 =0.3)
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(c) output V(x,y) with large RF
(o =1.5)

(d) output O(x, y) with large RF
(c=1.5)

Fig.9 2-D simulation results using gray-scale images. Grayscale output images (b-d) were obtained
by averaging binary results of 512 trials with different random seeds.

(Fig. 6). Figure 5 showed well-known SR characteristics,
where subthreshold inputs /(x) given to MP neurons were
nominally amplified by applying temporal noises to the neu-
rons. Moreover, a new type of SR was observed in Fig. 6
where maximum correlation value was obtained at certain
value of RF size o

Here let us consider the reason why correlation value
is maximized by non-zero o. MP neurons receiving tempo-
ral noises may respond to subthreshold inputs if the sum of
the inputs and the noise intensities exceed the threshold val-
ues. The response strongly depends on the noise sequences,
i.e., the neuron’s output would be 1-bit temporal random se-
quences (time varying sequences of 0 and 1). When output
V(x) is averaged over time, the averaged value V converges
to static values. If noises were applied to the neurons with
optimal intensity, V converges to the subthreshold input, i.e.,
V is strongly correlated with the input. Thus, the output of
the MP neuron can be represented by its input.

Our model has two local-coupling layers, as shown in
Fig.3(c). One layer connects photoreceptors and MP neu-
rons, and another connects the MP neurons and the output
cell. Our results showed that these coupling connections
(nonzero o) were effective for decreasing spatial variance
m in photoreceptors, which resulted in increase of correla-
tion values between the noiseless input /(x) and the model’s
output O(x). The correlation value was non-monotonically
increased as the RF size (o) increased (Fig. 6). When m is
increased, the correlation values would be decreased due to
the nonzero o-. It should be noted that if m = 0, the max-
imum correlation value is certainly 1, however, the maxi-
mum value would be decreased as m increased because of
the mismatches between I(x) + ¢ and output O(x).

The network shown in Fig. 3(c) with small o are con-
sidered to have the same characteristic as the conventional
SR network shown in Fig.3(a). Therefore, time-averaged
output O in Fig. 3(c) is equal to the input of the MP neurons
(V), as described above. Thus, when m > 0, O approaches
to I(x) + 6(x). When m approaches to the signal level of
I(x), the correlation value between input /(x) and output
O(x) (= I(x) + 6(x)) would be low values. As o increases,
the correlation value is also increased because nonzero o

was effective for decreasing m, as described above. Fur-
ther increase of o results in the decrease of the correla-
tion value. Remember that input distribution of MP neu-
ron (R(x)) was defined by the convolution of /(x) + ¢ and
coupling weight function g(x) in Eq. (1). This means that,
with extremely large o, the spatial variance in R(x) vanishes
when a uniform /(x) is given. On the other hand, the corre-
lation value decreases due to the mismatches of /(x) and ex-
tremely smoothed O(x). Consequently, the spatial variance
m is strongly suppressed by constructing the superimposed
structure of SR units.

5. Conclusion

We proposed a simple neural network consisting of locally-
coupled stochastic resonance (SR) units with nonidentical
photoreceptors. Through numerical simulations, we ob-
served a new class of SR among the units when the pho-
toreceptors had random offsets. We calculated correlation
values between the optical inputs and the output as a func-
tion of the receptive-field (RF) size and intensities of the
random components in photoreceptors and the McCulloch-
Pitts neurons. We then showed that there existed nonzero
optimal sizes of the RF as well as optimal noise intensi-
ties of the neurons under the nonidentical photoreceptors.
Furthermore, we demonstrated 2D SR with the proposed
model, and showed that the difference in image qualities be-
tween a simple-smoothing model with SR and smoothing-
plus-convergent model with shared SR was not apparent at
a glance, although there existed a quantitative difference be-
tween them.
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